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Foreword

The Committee on Human Factors was established in October 1980
by the Commission on Behavioral and Social Sciences and Education of
the National Research Council. The committee is sponsored by the Air
Force Office of Scientific Research, the Army Research Institute for the
Behavioral and Social Sciences, the National Aeronautics and Space
Administration, the Air Force Armstrong Aerospace Medical Research
Laboratory, the Army Advanced Systems Research Office, the Army
Human Engineering Laboratory, the Army Natick RD&E Center, the
Federal Aviation Administration, the Nuclear Regulatory Commission,
the Naval Training Systems Center, and the U.S. Coast Guard. The
principal objectives of the committee are to provide new perspectives
on theoretical and methodological issues, to identify basic research needed
to expand and strengthen the scientific basis of human factors, and to
attract scientists inside and outside the field for interactive communi-
cation and performance of needed research.

Human factors issues arise in every domain in which humans in-
teract with the products of a technological society. To perform its role
effectively, the committee draws on experts from a wide range of scien-
tific and engineering disciplines. Members of the committee include
specialists in such fields as psychology, engineering, biomechanics, physi-
ology, medicine, cognitive sciences, machine intelligence, computer sci-
ences, sociology, education, and human factors engineering. Other dis-
ciplines are represented in the working groups, workshops, and sympo-
sia organized by the committee. Each of these disciplines contributes
to the basic data, theory, and methods required to improve the scien-
tific basis of human factors.
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Preface

Since its inception in 1980, the Committee on Human Factors of
the National Research Council has issued more than a dozen reports
regarding the state of knowledge and research needs on topics deemed
important by the committee and its sponsors. Some projects under-
taken by the committee have been suggested and funded directly by its
sponsors: others have been pursued on the committee’s initiative. This
report is the product of a committee-initiated project.

The initial prospectus for a study on productivity was prepared in
1986 by committee members Jerome 1. Elkind, Douglas H. Harris, Tho-
mas K. Landauer, Thomas B. Sheridan, and Stanley Deutsch, the com-
mittee study director at that time. The ultimate focus of the study,
organizational linkages, resulted from a working paper and study plan
I prepared in 1988 and a planning meeting conducted in February 1989.
Meeting participants were Jerome I. Elkind, Miriam M. Graddick, Os-
car Grusky, Joel Kramer, Grant E. Secrist, George L. Smith, Jr., Barry
Staw, and myself (chair). Committee staff attending were Harold P.
Van Cott and Beverly M. Huey.

By November 1989, the study plan and study panel had been ap-
proved by the National Research Council, and the initial steps in the
study had been undertaken. Over the next three years the panel ad-
dressed organizational linkage issues during three working meetings,
through the development and discussion of numerous concept papers,
and finally through the preparation, critique, and revision of the chap-
ters of this report. The principal work of the final meeting, held in
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February 1992, resulted in the conclusions of the panel that are pre-
sented in Chapter 12. Paul S. Goodman and D. Scott Sink contributed
extensively to the preparation of Chapters 1 and 12.

Jean Shirhall, through skillful editing of the entire manuscript, con-
tributed substantially to its readability. The presentation of the vol-
ume owes much to her suggestions for consistency and clarity.

Appreciation is extended to Harold P. Van Cott, committee study
director, for his participation in the working sessions of the panel; Beverly
M. Huey, panel study director, for her coordination of working-session
and publication logistics; and Evelyn E. Simeon and Maria M. Kneas
for their administrative and secretarial support.

Douglas H. Harris, Chair
Panel on Organizational Linkages
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Introduction

Why do the hundreds of billions of dollars spent annually in the
United States on technology to improve the productivity of individuals
and groups appear to have so little impact on the productivity of the
organizations in this country? Why are increases in individual produe-
tivity not reflected in measures of organizational productivity? These
and related questions frame the productivity paradox addressed by this
report. The position of the Panel on Organizational Linkages, a study
panel convened by the National Research Council, is that the answers
are to be found in a better understanding of the linkages among indi-
vidual, group, and organizational productivity.

THE PRODUCTIVITY PARADOX

The ability of nations, and organizations within nations, to enhance
the standard of living of the world’s growing population depends on
continued increases in the productivity of the systems that provide goods
and services. In an increasingly competitive global economy, produc-
tivity growth is also essential for maintaining or advancing economic
opportunities for individuals and societies. Moreover, it is apparent as
never before that the peoples and institutions of the world are highly
interconnected and that, as a consequence, each nation has a vested
interest in the productivity of other nations. A nation might be able to
gain short-term advantage over a marginally productive competitor,
but over the long term all nations lose from slow productivity growth
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regardless of where it occurs. Thus, a productive nation is desirable for
the contributions it makes not only to the quality of life of its people
but, ultimately, to the quality of life of those in other nations as well.
Some management theorists have identified productivity growth, par-
ticularly in knowledge and service workers, to be the greatest challenge
now facing the developed countries of the world. They predict that it
will determine the fabric of society and the quality of life in every in-
dustrialized nation and that without productivity growth the world will
face increasing social tensions, polarization, and radicalization (e.g.,
Drucker, 1991).

Trends of Productivity Growth in the United States

The United States has experienced more than 25 years of declining
productivity growth. Between 1965 and 1985, for example, the U.S.
position in the international automobile, steel, shipbuilding, and tex-
tile industries deteriorated significantly. More recently, the U.S. posi-
tion in electronics, computers, robotics, and biotechnology has slipped
(Johnson and Packer, 1987; Wohlers and Weinert, 1988). The U.S. la-
bor force does not appear to be making the contribution it once did to
the productivity of the world economy.

In a more recent analysis of U.S. productivity growth, the Urban
Institute (Sawhill and Condon, 1992) reported that between 1973 and
1990 the hourly output of an American worker grew only 0.7 percent a
year. In contrast, the annual rate of growth between 1948 and 1973
was 2.5 percent. According to this analysis, if worker productivity—
the basic determinant of wages—had continued to grow at the same
rate after 1973 as it did before, the typical family’s income in the United
States in 1990 would have been $47,600 instead of $35,300.

The Paradox

What is the problem? Has the United States not been investing in
productivity growth? There are indeed areas (e.g., infrastructure and
education) in which inadequate investment may be inhibiting U.S. pro-
ductivity. On the other hand, the United States has actually been in-
vesting heavily in advanced technologies to enhance productivity growth.
The returns, however, do not appear commensurate with the invest-
ments. For example, one analysis showed that the data processing bud-
gets for U.S. corporations increased by about 12 percent a year over the
previous decade. Productivity increases from those investments, how-
ever, averaged less than 2 percent a year (Weiner and Brown, 1989).

In Chapter 2, Attewell reviews a number of investigations of the
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impact of investments in information technology (IT) on organizational
productivity. Such investments are of particular interest because, for
many years, they have accounted for a very large proportion of the U.S.
industrial investment. As discussed in Chapter 2, however, the huge
annual private sector investments in computers and related technolo-
gies (an estimated $154 billion in 1990) have had no apparent effect on
measures of organizational productivity. Although specific applications
of IT have made positive contributions to productivity, the overall in-
vestment does not seem to have improved industrial productivity in
the United States.! This and similar evidence presents a paradox: Why
have the enormous investments in IT not resulted in clear-cut increases
in organizational productivity? It is clear from the analyses reviewed
in Chapter 2 that enhancing productivity is a major national challenge
and that this productivity paradox must be understood. As a nation,
we need to understand better the factors that influence the productiv-
ity of our organizations and the methods for addressing the facilitators
and inhibitors of organizational productivity.

ORGANIZATIONAL LINKAGES
Focus and Assumptions of Previous Research

The question that has been addressed by most research into the
productivity of work units can be framed as follows: How can the pro-
ductivity of X be increased? X might be an individual, group, or larger
organization. To this end, research has examined a variety of inter-
ventions and their impact on the productivity of X. They include the
design and implementation of new technology; the application of tech-
niques for the selection, training, and motivation of personnel; the de-
sign and redesign of jobs and tasks; innovations in organizational de-
velopment and management methods; and the introduction of new com-
pensation and incentive systems. Traditionally, researchers have fo-
cused on a single level of analysis—improving performance at the indi-
vidual, group, or organizational level. Interventions are made and, in
some cases, measurements are made to determine the impact of the
interventions, invariably at the same level at which the intervention
was made. The linkage between an intervention at one level and the
impact on productivity at another level has largely been ignored.

In attempting to increase productivity, human factors specialists,

'See also Information Technology in the Service Society: A Twenty-First Cen-
tury Lever (Committee to Study Computer Technology and Service Sector Pro-
ductivity, 1994) for a more in-depth investigation of this particular issue.
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industrial engineers, industrial and organizational psychologists, and
others, have largely followed the pattern of focusing on a single level of
analysis. The principal level has been that of the individual, but groups
and higher organizational units are being given increasing attention.
Human factors specialists, for example, have attempted to enhance in-
dividual and group performance by matching improvements in tech-
nology with the ecapabilities and limitations of operators. The empha-
sis of this approach has been on increasing productivity by improving
the design of the task and job. The goal has been to fit the task to the
requirements of operators and, in doing so, to maximize the speed and
accuracy of performance and to minimize other measures, such as learn-
ing time, work load, and accidents (Sanders and McCormick, 1987).
Industrial engineers, on the other hand, have focused on the work sys-
tem, often in alliance with human factors specialists and industrial and
organizational psychologists. They have attempted to integrate people,
technology, and methods to improve the performance of systems, with
emphasis on quality and productivity. They have assessed the results
of their efforts through such measures as efficiency, timeliness, and
defect rates (Sink and Tuttle, 1989).

Industrial and organizational psychologists have attempted to en-
hance productivity principally by improving the capabilities of the in-
dividuals performing the work or through interventions in groups or
organizations. Their approaches have included matching individuals
to jobs and tasks, training individuals in job skills and knowledge, chang-
ing the structure of groups, and motivating individuals and groups to-
ward job objectives. The effects of these efforts have been measured
mainly in terms of the facility with which tasks are learned, self-re-
ports of job satisfaction, ratings by others of job performance, indica-
tors of group output, and other behavioral indices (e.g., absenteeism
and turnover) presumed to be related to organizational effectiveness
(Campbell, Campbell and Associates, 1988). A principal assumption
underlying these efforts has been that increases in individual or group
productivity will ultimately contribute to increases in the productivity
of the enterprise. However, as discussed in Chapter 2, there appear to
be factors or processes that inhibit the extent to which changes in indi-
vidual productivity are reflected in changes in the productivity of ag-
gregates of individuals—groups and organizations.

The Question Addressed in This Report

The question addressed in this report is, given an increase in the
productivity of X, under what conditions will there also be an increase
in the productivity of Y? Y might be a work unit of one or more people
at the same or different level of analysis—the group or the organiza-
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tion. Hence, this is a study of organizational linkages. In this report, a
linkage is a change (or hypothesized change) in the performance of one
work unit as the result of a change in the performance of another. Say,
for example, that the introduction of new computer-based workstations
results in an increase of productivity averaging 10 percent across the
individuals in a work group. The question of interest here then be-
comes, under what conditions will the productivity gain of the work
group as a whole be the same, less, or greater than 10 percent?

This question is addressed from the views of many different disci-
plines—psychology, engineering, information technology, and others.
As a consequence, the report does not speak with a single voice in an-
swering the question, nor does it examine from a single perspective the
various influences that inhibit or facilitate productivity linkages in or-
ganizations. It is, rather, constructed as a series of essays. At the
present state of understanding, this diversity seemed both necessary
and useful. The final chapter summarizes the common themes and
findings of the report and presents the conclusions that emerged from
the panel’s analyses and deliberations.

No claim is made that every possible problem involving organiza-
tional linkages has been addressed. There are certainly problems spe-
cific to work domains, organizational levels, and so on not examined by
the panel. However, the panel believes that the interdisciplinary ap-
proach resulted in the identification and examination of the key issues
in organizational linkages. Moreover, the panel believes that the find-
ings and conclusions relative to these issues can be generalized to link-
age problems that are not specifically addressed in this report.

Linkages and Influences

The unique perspective of this report on productivity is that it ad-
dresses the productivity linkages among different levels of analysis—
individuals, groups, and organizations—and the factors (processes and
mechanisms) that influence those linkages. The goal is to explicate the
conditions under which linkages can be positively influenced. How can
an organization promote the facilitators and diminish the inhibitors?
Once that is understood, the organization can create the circumstances
under which new technology can be introduced and the productivity of
the organization increased as the expected gains in individual produc-
tivity are realized. The important influences on linkages are likely to
be found in the nature of the relationships that exist between work
units, differences in the states and structures of different work units,
and differences in the processes that operate on the organizational link-
ages.
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In Chapter 3, Goodman, Lerch, and Mukhopadhyay examine link-
ages, processes, and influences. Their goal is to develop a set of concep-
tual tools that will aid the analysis of linkages and promote the under-
standing of processes that influence linkages. To that end, they intro-
duce and examine five processes that facilitate changes in individual
and organizational productivity: (1) coordination, (2) problem solving,
(3) focus of attention, (4) organizational evolution, and (5) motivation.
In addition, they present a set of important concepts and definitions,
an analytic strategy that addresses linkage inhibitors and facilitators,
and a set of hypotheses about organizational linkages.

Linkages and influences are addressed to some extent in each chapter,
which provides different perspectives on the issues identified. Some
chapters focus on understanding the inhibitors and facilitators of link-
ages; others are more concerned with addressing the measurement is-
sues raised by linkage concepts. Across all chapters there is a mix of
theoretical considerations, interpretation of research findings, and ex-
ploration of linkage issues and processes in specific work domains. In
addition, because the panel believes that understanding organizational
linkages will require additional research, each of the chapters makes
recommendations for research that derive from the discussion in that
chapter.

Multiple Levels of Reciprocal Linkages

The concept of organizational linkages provides a useful framework
within which to examine the productivity paradox. It hasled the panel
to conclude that one contributor to the productivity paradox is the com-
mon attempt to initiate change through the introduction of a single
intervention (technology) at a single level in the organization (the indi-
vidual). In Chapter 4, Schneider and Klein state this conclusion explic-
itly:

Changing a single aspect of an organization almost never results in a substan-
tial change in organizational performance. Organizations are too complex, their
performance too multidetermined, and their inertia is great for a single innova-
tion at the individual level to have a substantial impact on organizational per-
formance.

Schneider and Klein address organizational linkages in the domain
of office automation—the application of information and communica-
tion technology to tracking, monitoring, recording, directing, and sup-
porting information in the workplace. The launching point for their
analysis is the report of the study ordered by the U.S. Congress to de-
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termine why office automation has not yielded the improvements pre-
dicted (Office of Technology Assessment, 1985).

There are several reasons why innovations such as office automa-
tion can fail to yield improvements in organizational productivity. The
introduction of new systems may not contribute to productivity at any
level because the systems are not successfully implemented. Even ifa
system is successfully implemented and used as intended, it may do
little to enhance, and in fact may impair, individual productivity. Fi-
nally, even if the system does in fact augment individual productivity
there may be no resulting improvements in organizational productiv-
ity. This leads to the requirement for an organizational systems frame-
work to clarify the multiple reciprocal linkages that determine organi-
zational productivity.

An understanding of important processes that affect productivity,
within the complexity of organizational linkages, can also be gained
from decomposing the productivity paradox—identifying and examin-
ing the factors that produce the paradox. This is the approach taken
by Pritchard in Chapter 7. He identifies three main types of factors
that might account for the paradox: structural characteristics of the
organization itself, intervention side effects (unintended consequences
of the intervention), and problems associated with the measurement of
organizational performance.

A number of structural factors associated with muiltiple levels of
reciprocal linkages are identified and addressed in Chapter 7 and in
other chapters of this report. An example is time lag. Because of the
way the task is structured, improvements at one level can sometimes
take considerable time to show up as improvements in the combined
outputs at a higher level. Other examples of structural factors include
slack in the process, the degree of centrality of the task to the process,
and the degree of interdependence of work units.

An example of an intervention side effect is changing the focus of
the effort, inappropriately, from one unit of analysis to another—the
introduction of computers might result in low task interdependence when
high task interdependence is required. Individual productivity might
increase as a consequence, but the output of the group as a whole might
decrease. Other side effects might be descriptions in communication
patterns and the socialization process, or the generation of resistance
to change as a consequence of the way in which the intervention is in-
troduced.

Measurement Issues

Measurement issues have been a principal concern of the study panel.
The productivity paradox could, of course, be explained by the inad-
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equacy of the measures and processes used to assess organizational
productivity. Moreover, the study of productivity linkages among mul-
tiple levels of analysis would surely require measurement methods of
considerable complexity and sophistication to provide the required va-
lidity and sensitivity. Thus, this volume addresses measurement from
two important perspectives—as an explanation of the productivity para-
dox and as a critical tool in the understanding of organizational link-
ages.

Defining Productivity

The panel deliberated at length about the appropriate concept and
definition of productivity within which to address measurement issues,
but without satisfactorily resolving the issue. Perhaps the panel is not
alone in being unable to arrive at a consensus. In a review of the litera-
ture on productivity, Pritchard (1991) found that the term productivity
was used to encompass constructs as diverse as efficiency, output, mo-
tivation, individual performance, organizational effectiveness, produc-
tion profitability, cost-effectiveness, competitiveness, and work qual-
ity. Further, productivity measurement was used interchangeably with
performance appraisal, production capability assessment, quality con-
trol measurement, and the engineering throughput of a system.

Most panel members held one or the other of two positions regard-
ing the concept of productivity. Some wanted to define productivity as
the ratio of outputs to inputs, in line with the original definition of the
term by labor economists. They believe that this is the only definition
that is unique to the concept. Others argued that this definition is too
restrictive. They believe that productivity must encompass concepts
such as quality and effectiveness to be meaningful. The panel’s solu-
tion was to adopt the systems model of organizational performance (de-
scribed by Sink and Smith in Chapter 6). In this model, productivity is
but one of seven interrelated and interdependent criteria of organiza-
tional performance. The seven criteria, each of which is operationally
defined in Chapter 6, are productivity, effectiveness, efficiency, profit-
ability, quality, quality of work life, and innovation.

Within this model, productivity provides just one part of the total
performance picture. The total picture requires the examination of all
seven criteria, each of which might necessitate several different mea-
sures. The approach advocated in Chapter 6 is to consider the seven
criteria as variables that explain variation in performance. Variables
can be included and excluded from the analysis to determine which
ones explain variation in performance for a particular work unit rela-
tive to a specified objective. In Chapter 6, Sink and Smith address
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measurement issues and the design of measurement systems within
the framework of this model. They conclude that the paradox of unre-
alized productivity improvements results from incomplete systems think-
ing and from failure to understand the nature of linkages among the
individual, group, and organizational levels.

Measuring Individual Productivity

The characteristics of measures of individual productivity deter-
mine the extent to which the measures can be aggregated or related to
higher levels of analysis. These characteristics—the definition and scope
of individual productivity, the measurement systems employed, and the
specific measurement metrics—are the focus of Chapter 5. In that chap-
ter, Ruch introduces a variety of concepts, such as goal alignment, that
put these measurement issues in perspective. Goal alignment is the
ideal in any system that is assumed to be driven by goal-based mea-
sures. In such a system, individual productivity depends on the extent
to which individual measures are in line with organizational goals and
the extent to which those goals form a logical hierarchy across organi-
zational levels. He also presents two models that provide alternative
views of factors affecting individual productivity. The models encom-
pass such variables as individual characteristics, psychological factors,
sociological factors, technology, and the characteristics of systems and
organizations. He then extends his analysis to examine four key mea-
surement issues to be considered when individuals become groups—
complexity, input factors, aggregation, and goal alignment.

Measurement and Its Implications for Research

In Chapter 8, Campbell addresses models of measurement and their
implications for research on the linkages between individual and orga-
nizational performance. His central argument is that effective mea-
surement depends on the substantive specification of productivity in
the specific domain of interest, such as a specific aspect of IT. In sup-
port of this approach, he provides a hierarchical measurement model
for research application that is consistent with the models provided in
Chapters 5 and 6.

Domain-Specific Examinations of Linkages

The chapter authors provide many examples in an attempt to clarify
the concepts and ideas they introduce. To reduce further the level of
abstraction in this report, some chapters examine linkage issues within
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a specific domain. The objective is to determine how linkages, and the
processes that influence them, actually work within operational orga-
nizations. The panel considers this exercise to be a reality check on the
formulations that emerged from its individual study and group delib-
erations.

Coordination in Software Engineering

Software engineering is the domain of Kiesler, Wholey, and Carley’s
examination in Chapter 9 of the role of coordination in the linkage be-
tween individual and group productivity. The technical project team
approach employed in software engineering is actually a paradigm for
how various types of technical work are now accomplished. Organiza-
tions create a project team when the required technical tasks transcend
the assigned functions or capabilities of individuals. A project team
can range in size from two to several hundred members, and the mem-
bership of larger teams is relatively diverse. The interdependence of
tasks and jobs make coordination—those activities required to support
group work—a critical factor in team productivity.

In Chapter 9, Kiesler, Wholey, and Carley discuss what is known
about coordination in groups and apply that knowledge to the problem
of coordination in software development teams. They show that the
traditional model of coordination, with its emphasis on sharing ideas
through direct communication, is not applicable because of the com-
plexity, uncertainty, and interdependence that characterize software
engineering. They emphasize team design and team communications
as positive approaches to enhancing the linkages between individual
and group productivity, and they provide a set of hypotheses relative to
each approach. In addition, they present a set of stimulating research
problems and directions, the pursuit of which will enhance understanding
of linkages.

Productivity Linkages in Computer-Aided Design

Computer-aided design (CAD) has been introduced into engineer-
ing organizations with the expectation of increasing the productivity of
the organization by increasing the productivity of individual designers.
The principal output of a design effort is a set of design specifications
that meet agreed design objectives, guidelines, and constraints. Thus,
the core definition of productivity within this domain is the ratio of
design-specification output to the input of resources, mainly labor. Pro-
ductivity gains are anticipated from the capabilities of CAD to auto-
mate routine functions, enhance the accuracy and efficiency of design
tasks, promote the exchange of information, facilitate the performance
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of sophisticated design tasks, and integrate better the design and pro-
duction processes.

In Chapter 10, Harris examines productivity linkages and influ-
ences within the CAD domain. Many of the issues discussed in earlier
chapters are relevant to this type of information work. They are exam-
ined in Chapter 10 as they relate to linkages among designers, design
teams, and engineering design organizations. The central question Harris
addresses is, when CAD technology increases the productivity of indi-
vidual designers, under what conditions will those increases lead to
increases in the productivity of the design team and, in turn, the de-
sign organization? Among the influences he discusses are the degree of
physical isolation of designers, the extent of task specialization in the
design team, the mode of team supervision, the nature of controls on
the flow and access of information, the burden of design support and
coordination, the manner in which technology is implemented, resource
management, and system quality and reliability. Each of these influ-
ences is examined relative to its impact on organizational linkages.

The Case of Downsizing

Organizational downsizing has been one of the major initiatives
undertaken by firms in the United States during the past decade to
increase productivity. Downsizing encompasses shrinking, retrench-
ing, or consolidating the organization, principally by reducing the number
of employees and hierachical levels. However, according to the evi-
dence in Chapter 11, the anticipated effects have not been realized.
The mounting evidence that downsizing initiatives do not yield com-
mensurate gains in productivity is another form of the productivity para-
dox. It is a particularly troublesome version of the paradox because
removing sizable amounts of overhead slack from an organization would
be expected to lead directly to increased organizational productivity.
Using the perspective of organizational linkages, Whetten and Cameron
examine this productivity paradox within the domain of manufactur-
ing organizations. They report the results of their analyses in the form
of a set of myths regarding the best way to design and implement a
downsizing program. The prevalence of these myths was verified by a
survey of 909 businesses in the United States. The extent to which
downsizing programs have been based on these myths helps explain
the productivity paradox associated with downsizing. Whetten and
Cameron further examine organizational linkages by comparing two
approaches to downsizing and their impact on organizational produc-
tivity.

In Chapter 12, the panel summarizes the principal themes and com-
mon issues that run through the various chapters. These themes and
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issues encompass the productivity paradox and organizational linkages.
In this chapter the panel also presents the broader conclusions it reached.
As noted, the more specific conclusions and recommendations for re-
search are provided at the end of each chapter.
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Information Technology and the
Productivity Paradox

Paul Attewell

At first glance, it would seem impossible that anyone could argue
that information technology (IT) has been ineffective in the U.S. economy.
Over the past 25 years, microelectronics has revolutionized many ser-
vices and products, the way goods are produced, and the life-styles of
consumers. Advances in medicine, from computerized axial tomography
(CAT) scanners to ordinary laboratory equipment, are totally depen-
dent on microelectronics. The round-the-clock availability of automatic
teller machines (ATMs) and the capability to send facsimiles of docu-
ments thousands of miles in seconds also attest to the impact of micro-
electronics. And more somberly, the intact but empty facades of gov-
ernment buildings in Baghdad are reminders of the power of microelec-
tronic “smart bombs” to destroy their targets with surgical precision.

Despite these and numerous other examples of the power of IT, a
growing body of scholarly research indicates that the information revo-
lution has failed to deliver in one important respect. That is, for all its
accomplishments over the past quarter century, IT has not improved
the productivity of the U.S. economy or U.S. firms.

As discussed in Chapter 1, the term productivity can take on sev-
eral meanings. In this chapter it refers to the ratio of output (e.g., goods
produced or total sales) to inputs (labor, capital, raw materials) for a
firm or for an entire economic sector. This ratio is sometimes called
throughput productivity, and it is measured in physical or monetary
terms. The expectation for microelectronics was that it would enable
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factories and offices to produce more productively—that the ratio of
output per unit of input would increase.

Several scholars who have attempted to measure the benefits of
computer technology in the U.S. economy in a systematic fashion were
unable to find overall productivity improvements due to IT. Some used
government data on the productivity of the economy as a whole. Oth-
ers examined specific industrial sectors, such as services. Still others
collected data on representative samples of firms within one industry
and found little or no payoff, even in industries that have invested very
heavily in IT, such as the banking and insurance industries. A few
researchers did find a positive contribution of IT, but sometimes of such
small magnitude that it underlines rather than contradicts the con-
cerns of other researchers regarding productivity. It is the combina-
tion of such evidence (detailed below) that leads to the belief that there
is a productivity paradox regarding IT.

In this chapter I review the emerging literature on the IT produc-
tivity paradox and discuss the major studies. I also identify a series of
mechanisms that explain how the potential productivity payoffs of IT
are attenuated or negated. Some of the mechanisms have been well
documented; others are more speculative—hypotheses with partial evi-
dence. Taken together they begin to chart the causes of the productiv-
ity paradox. But before undertaking those parts of the chapter, I frame
the discussion by explaining why the productivity paradox is so pro-
foundly puzzling to scholars and why it should also be taken very seri-
ously by the public at large and, especially, the computing community.

BACKGROUND

The computer revolution would appear to have been extremely suc-
cessful. Initial improvements in electronics unleashed a wave of inno-
vation, and computers rapidly diffused across an enormous range of
industries. Today, computers are indispensable parts of all manner of
enterprises, from multinational corporations to mom-and-pop grocer-
ies. Further, there have been dramatic improvements in the produc-
tivity of the basic technology. Microprocessors continue to provide im-
provements in the processing power per dollar for central processing
units on the order of 20 percent a year.

Almost everyone expected the next step to be a marked improve-
ment in productivity in the broad range of industries that had adopted
computers. The need for such a productivity breakthrough was acute:
Since the late 1960s the productivity of U.S. factories, service indus-
tries, and offices had been virtually stagnant, while that of the nation’s
international economic competitors had been rising. Firms in the United
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States were losing market share, in part because of their higher cost
structure (National Academy of Engineering, 1988).

The promises made for IT were lavish and typically centered on
productivity payoffs. Vendors of the technology, from office automa-
tion to computer-aided design to computer-aided software engineering,
assured buyers that the technology would increase productivity by re-
quiring fewer workers to perform a given amount of work or by allow-
ing expensive skilled labor to be replaced by cheaper semiskilled labor.

American industry believed the promises. The levels of investment
in IT have been staggering. In 1990 alone, U.S. businesses invested
about $61 billion in hardware, about $18 billion in purchased software,
and about $75 billion in data processing and computer services (U.S.
Department of Commerce, 1991). (These amounts exclude investment
in telecommunications per se, beyond computers.) Within a U.S. cor-
poration today, IT often accounts for a quarter or more of the firm’s
capital stock, the total value of its equipment and plant (Roach, 1988b,
1991).

For two decades IT has consumed an ever-increasing proportion of
the investment dollar in U.S. industry. Overall industrial investment,
however, has been roughly constant over the same period, which im-
plies that investment in other types of machinery and equipment, as
well as investment in employee training and other “soft” investments,
has been lessened or deferred in favor of IT. This pattern differs from
that of the nation’s major international competitors. While they too
have put large sums into IT, their investment in computing (especially
in white-collar automation) falls far behind that of the United States
(Picot, 1989).

In one sense then, U.S. industrialists have taken a huge gamble on
IT, in terms of the success of their individual firms and, most espe-
cially, the nation’s competitive standing. It is in the context of interna-
tional competitiveness that the apparent lack of productivity gains is
so shocking. It begins to look as if the gamble is failing. Thus, those
who believe in the productivity paradox do not argue that computers
are a bad thing. Nor do they disregard the important improvements in
goods, services, and the quality of life that have resulted from IT. Rather,
they are profoundly disquieted by the fact that IT does not appear to
have fulfilled its most important promise, that of increasing economic
productivity and thereby improving the competitiveness of U.S. indus-
try.

The challenge is to understand the basis of the productivity para-
dox, to unravel the reasons why IT investments as a whole have not
paid off. Has the investment gone into the wrong applications? Are
some applications productive while others are not? Are there positive
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productivity contributions of IT that are being offset or frittered away
by psychological, sociological, or organizational dynamics within firms?
To what extent do design and technological factors contribute to the
paradox? Only when the nation gains an understanding of the dynam-
ics of IT and productivity inside economic organizations and answers
these questions can it expect to reverse the productivity paradox and
realize the productivity potential of IT.

PRIOR RESEARCH

Research Designs

The studies that suggest a paucity or lack of productivity payoff
from IT are of three types, each of which involves a different level of
aggregation, a different unit of analysis. The first type analyzes pro-
ductivity levels and IT investments in an entire economic sector, such
as services, for a period of years. The expectation is that increases in
IT investment over time will be reflected in improvements in sectoral
profitability or productivity over time (albeit with lags).

A second type compares productivity and IT investment across sev-
eral industries. The expectation is that those industries with greater
penetration of IT will show greater productivity increases over time. If
no relationship between IT intensity and productivity change is found,
there is a prima facie case that IT is ineffective in terms of increasing
productivity.

A third type focuses on representative samples of firms within one
industry and looks at whether those firms with higher levels of IT in-
vestment have higher productivity or profitability (net of other factors)
than similar firms with less IT. By specifically controlling for differ-
ences in size, capitalization, and other plausible determinants of pro-
ductivity, this kind of study most effectively isolates the contribution of
IT investment to increases in productivity.

A fourth type exists, studies of single firms, but is not discussed
here. Individual case studies can be very useful in identifying mecha-
nisms underlying productivity, and they are used for that purpose in
Chapters 9-11. But one cannot determine from a collection of individual
case studies whether productivity is improving in the economy as a whole.
For that, one needs representative samples of firms or sector-level data.
(For a synopsis of case studies of IT and productivity in individual firms,
see Crowston and Treacy, 1986.)

Each of the first three approaches above has strengths and weak-
nesses, but in combination they are most powerful because the analytic
strengths of one approach tend to offset the weaknesses of the others.
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For example, confronted with sectoral evidence that increased expen-
ditures on IT over time have coincided with stagnant productivity, Bowen
(1986) suggested that without the currently high level of IT investment,
the productivity trend might have been even more dismal. This is a
perfectly tenable rejoinder to sectoral studies, but it fails to explain
why in interindustry studies, industries with higher levels of IT invest-
ment tend to have lower levels of productivity improvement than in-
dustries with far less IT investment, or why in several studies of firms
within one industry, IT-intensive firms perform no better than low-IT
firms. Thus, findings on IT and productivity that hold across all three
levels of analysis should be more convincing than findings limited to
one type of study design, and theoretical objections to findings from
one level of analysis should be viewed with caution unless they also
negate findings from other levels of analysis.

Findings

Sectoral Analyses

Roach (1983, 1984, 1986, 1988a-c, 1991; Gay and Roach, 1986) has
conducted a series of studies of the relationship between IT investment
and productivity within the service sector. Conditions in the early 1980s
did not seem auspicious for a dramatic leap in productivity in this sec-
tor. The rate of growth of the nation’s capital stock had slowed from
the 1960s to the 1980s, which did not augur well for investment-driven
productivity growth (Roach, 1983). Nevertheless, in the early and mid-
1980s, Roach expected that as the information sector became more capital
intensive, its productivity would surge (Roach, 1984). That did not hap-
pen, however. Investment in white-collar work did indeed catch up:
By 1983 the amount of “high-tech capital” per information worker
achieved parity with the amount of “basic industrial capital” per pro-
duction worker in manufacturing (Roach, 1986:13). But despite this
infusion of capital, white-collar productivity in the service sector grew
at a miserly rate of 0.7 percent a year between 1982 and 1987.

Roach is aware of the many possible causes of the nation’s produc-
tivity slowdown, but he has become increasingly critical of investments
in computers and other IT. He has documented the very large invest-
ments in IT in service industries over the past two decades and the
extent to which those industries have become highly IT dependent. For
example, he reported that 38 percent of the entire capital stock of in-
surance carriers is invested in IT; 26 percent for banks, and 53 percent
for the communications industry (Roach, 1988b). Yet productivity has
been falling in the finance and insurance industries since 1973, and
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the greatest drop has occurred since 1979. The communications indus-
try has experienced modest productivity growth, but that growth has
been slowing over time, despite continuing IT investment. Even with
the infusion of 84 percent of the nation’s multibillion dollar IT invest-
ment, “the level of white-collar productivity in 1987 was actually no
higher than it was in the mid 1960s” (Roach, 1988c:1).

Roach (1988b) has suggested that executives in charge of IT invest-
ments have been “rolling the dice” (i.e., spending large sums on projects
whose productivity and profitability outcomes are uncertain while tol-
erating internal measurement systems that are incapable of telling them
whether their investments are really paying off). He points out that
the investment in IT has occurred in a period when total investment
has been stagnating. In this zero-sum situation, precious investment
capital has been committed to a low-payoff technology.

In contrast, the goods-producing sector in the United States has
experienced a significant increase in productivity, despite its relatively
low investment in IT. The implication is that IT investment in the
service sector has been excessive: In Reach’s (1988a:6) words, “We have
over-MIP’d ourselves” (refers to a computer’s capability to process mil-
lions of instructions per second). Such sentiments produced a flurry of
comment in the business press (Business Week, 1988; Roach, 1988a),
but that apparently did not affect IT investment. In 1988, IT absorbed
42 percent of total corporate outlays on capital equipment, and the pro-
portion is still climbing.

A dramatically different sectoral approach to assessing the value
produced by IT investments is to be found in Bresnahan’s (1986) study
of the financial services sector. Bresnahan used a welfare economics
framework that has been applied to several other technological innova-
tions (Mansfield, 1977). Within this framework economists conceptu-
alize advances in one sector as providing spillovers in the form of re-
duced costs or extra value to downstream users of the product of that
innovation. For example, advances in computer design and manufac-
turing techniques spill over from computer manufacturers into benefits
for the immediate user of less expensive computers (the financial ser-
vices sector) and the customers of that sector.

What is striking about Bresnahan’s approach is that he did not
measure changes in output or productivity in the downstream sector
(here, financial services) in order to assess the value produced by com-
puters in that sector. Instead he inferred “the value of the technology
from the adopters’ willingness to pay.” More specifically, “the value
spilled over [is] inferred from the demand curve of the downstream sec-
tor for the output of the advancing sector [computer manufacturing]”
(Bresnahan, 1986:742). Thus, by analyzing the relationship between




INFORMATION TECHNOLOGY AND THE PRODUCTIVITY PARADOX « 19

the quality-adjusted price of computers in 1958 and 1982 and the de-
mand for them (expenditures) by financial services in those two years,
Bresnahan obtained a derived demand curve. The area under the curve
is then conceptualized as a welfare index—the value of the spillover.
Using this technique, Bresnahan concluded that between 1958 and 1982,
the value of mainframe computers to the financial services industry
and its customers was at least 1.5 to 2 times the expenditures on those
computers. There is “a very large social gain to computerization” (p.
742).

Bresnahan drew on models that are widely accepted by economists
of innovation but highly problematic for other scholars. Treating pro-
ductivity and related benefits as a direct function of the demand curve
for computers enabled him to bypass the thorny problem of empirically
determining the magnitude of productivity changes. Moreover, the pos-
sibility that a sector could make large (and increasing) investments in
a technology without obtaining benefits is ruled out by the theoretical
assumptions under which Bresnahan and his colleagues work.

Bresnahan’s most important assumption is that the volume of com-
puter purchases at a given price (the demand curve) is a function of the
actual value produced by computers for the buyer (rather than a func-
tion of the buyer’s hopes or expectations of produced value). To the
extent that purchases of a new and complex technology are like a “jump
in the dark,” in which productivity or profitability benefits are hoped
for but not known in advance, the welfare approach is suspect. Thus, it
is prudent to treat Bresnahan’s findings as estimates of what benefits
would obtain from computers under stringent, but questionable, theo-
retical premises, rather than as measures of the actual historical pay-
off from computers.

A striking contrast to Bresnahan’s research is to be found in Franke’s
(1989) analyses of computerization in the financial services sector (in-
- surance and banking) based on government time series data on indus-
try inputs and outputs from 1958 to 1983. Capital intensity has grown
very steeply in this sector since the early 1960s, largely because of the
introduction of computer technologies. Disaggregating trends over time
in capital productivity versus labor productivity, Franke found that while
labor productivity has risen modestly, the productivity of capital has
dropped precipitously since the mid-1950s. Through regression analy-
sis, he linked changes in capital productivity to specific technological
innovations, for example, magnetic ink character recognition (MICR),
second-generation mainframes, and ATMs. In general, these innova-
tions were associated with drops in capital productivity: They lowered
the return on investment (ROI), rather than improving it, to the point
that capital productivity in 1983 was only 22 percent of its 1957 peak.
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Franke’s models provide some reasons for optimism about the fu-
ture, however. Microcomputers and fourth-generation computers ap-
pear to be improving productivity somewhat, although ATMs are re-
ducing it. Thus, Franke interprets the productivity paradox as an es-
sentially transitional phenomenon, albeit one that has resulted in three
decades of declining capital productivity in financial services. He ex-
pects productivity improvements in future decades.

Interindustry Comparisons

Osterman (1986) examined productivity using government data on
employment and capital stock in 40 two-digit Standard Industrial Clas-
sification (SIC) industrial groups and survey data on the computer stock
of each industry (a two-digit industrial group aggregates a number of
different products). His focus was the effects of computers on manage-
rial and clerical employment between 1972 and 1978, net of changes in
output and wages. He observed a positive and statistically significant
effect of computers on clerical productivity: For each 10 percent in-
crease in computer stock, clerical employment decreased by 1.8 percent
between 1972 and 1978 (net of changes in output). He also found a
similar, but smaller, effect for managerial productivity.

Osterman’s findings indicate that computers do have measurable
productivity effects, but one must be cautious in reading them as a di-
rect refutation of Roach’s findings. Osterman’s analyses included manu-
facturing and service industries. In order to address Roach’s findings
directly, one would have to know whether the productivity effect was
created primarily by manufacturing or whether computers also displaced
labor in service industries. It is also hard to gauge the size of the pro-
ductivity effect from Osterman’s measures. He described the displace-
ment of clerks as “substantial.” But whether a 1.8 percent reduction in
clerical labor per 10 percent increase in computer stock is substantial
depends on how much investment in IT is necessary to produce that 1.8
percent shift. Unfortunately, the measures as reported do not permit a
practical assessment of the size of the effect.

Berndt and Morrison (1991) used a combination of government data
sets to examine the effects of IT investment, defined broadly (comput-
ers, communications equipment, photocopiers, and the like), on profit-
ability and productivity for a sample of 20 two-digit SIC manufactur-
ing industries from 1976 to 1986. In most of the industries, IT’s share
of investment increased dramatically during the period.

Berndt and Morrison carried out a variety of econometric analy-
ses—within-industry, across-industry, and pooled models. Their ma-
jor finding on the profitability of IT was that there was “no significant
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relationship,” although they found a “modest but significant” positive
effect in one pooled analysis. In terms of labor productivity, they found
a consistent pattern indicating that IT “has not been labor saving, but
is instead correlated with increases in labor intensivity and decreases
in average labor productivity” (p. 28). They found a similarly negative
effect when studying the impact of IT on multifactor productivity: IT
investment had degraded rather than enhanced productivity during the
period.

Multifirm Analyses

Strassmann (1985:159-162) presented data collected by the Strate-
gic Planning Institute in a pilot study of 40 large firms. Although pub-
lished details of the study are very sketchy, he reported that there was
no correlation between IT costs and his measure of productivity.

In a subsequent analysis, Strassmann (1990) elaborated on his earlier
study. First, he examined data sets that linked financial performance
(long-term shareholder return) to an index of computer intensity for
two industries, food and banking. In neither industry did he find any
relationship between amount of IT investment and financial performance.
He then plotted computer intensity against financial performance for
some 100 manufacturing and service-sector firms, using survey data
published by the magazine Computerworld. In neither the service nor
manufacturing firms was financial performance correlated with com-
puter use. Survey data from Information Week produced similarly un-
fruitful results.

Strassmann did not interpret all these null findings as indicating
that computers did not have an impact. Rather, he decided that better
measures of firm performance and computer use were needed. He de-
veloped a methodology for calculating several value-added measures of
performance, which he demonstrated were good predictors of more tra-
ditional firm-level performance measures but which were, he argued,
superior. Using the PIMS (profit impact of market strategies) approach
(Buzzell and Gale, 1987), he surveyed some 292 predominantly manu-
facturing businesses to obtain value-added measures of performance
and detailed information on IT. With these custom-designed measures,
he found the following: (1) There was no relationship between IT ex-
penditures and his productivity measure: “Over-achievers deliver their
results with a level of [IT] spending equivalent to below-average per-
formers” (Strassmann, 1990:138). (2) In most firms, IT expenditures
on management information systems (MIS) dwarfed IT expenditures
on operations, on the order of 18 to 1. (Applications in operations
include point-of-sales, order-entry, and decision support systems.)
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(3) Superior firms, in terms of productivity, spent less than average-
performance firms did on IT (p. 139). (4) Some superior performers
tended to spend proportionally more of their IT investment on opera-
tions than on MIS.

In sum, even with a methodology and data collection tailored to the
purpose, Strassman found no correlation between IT expenditures and
superior productivity. He found limited evidence that low performance
was related to where firms deployed their IT: Stinting operations on
IT and spending a lot on MIS appeared to undercut productivity. This
idea of misallocation of IT investment recurs in research reviewed be-
low.

Loveman (1988) examined the productivity effects of IT investments
on 60 U.S. and European manufacturers from 1978 to 1984. The data
refer to business units (predominantly large manufacturing divisions
of Fortune 500-sized firms). The data set includes quite detailed infor-
mation on IT and non-IT investments and stock, as well as information
on output, market share, wages, and so on. He defined productivity as
the increase in output from an incremental increase in IT, net of other
changes (in wages, non-IT investment, organizational structure, and
S0 on).

Loveman used a range of econometric models, but he found that
“the data speak unequivocally: In this sample, there is no evidence of
strong productivity gains from IT investments” (p. 1). In most of the
models, the productivity gain from IT investment was zero. Despite
efforts to find IT effects for subsamples (e.g., for high-IT investors) and
careful assessment of model biases and their magnitudes, Loveman could
not find a statistically significant or a substantively significant effect
of IT investment on productivity for the manufacturers.

Weill (1988) studied 33 strategic business units in the valve-manu-
facturing industry. He examined the impact of IT investment from 1982
to 1987 on return on assets (ROA) and other performance variables in
1987. He found no significant relationship between total IT invest-
ment and any performance measure, despite testing for various lags or
time periods. This parallels Loveman’s results. Weill, however, took
his analysis an additional step by dividing IT investment into three
qualitatively different types: (1) strategic IT, intended to increase sales
or market share (e.g., an inventory system allowing sales staff to give
accurate delivery time estimates); (2) transactional IT, such as accounts
payable and order entry; and (3) informational IT, including electronic
mail (email), accounting, and other infrastructural purposes. His analyses
then revealed that transactional IT investment was related to better
performance in terms of improved ROA and lowering nonproduction
labor adjusted for sales. In contrast, strategic IT investment was not
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associated generally with performance (and in the short term appeared
to lower performance on two measures). Informational IT was not re-
lated in any way to any performance measure. Thus, Weill’s findings
suggest that the 22 percent of IT investment directed into transactional
activity had some impact on performance, but the remaining 78 per-
cent of IT investment did not. Unfortunately, he did not report the size
of the transactional IT effect, only the fact that it was statistically sig-
nificant (i.e., positive and nonzero).

Turner (1983) studied a representative sample of 58 mutual sav-
ings banks of diverse size. Although he documented different patterns
of computerization among banks (often a function of size), he observed
that “unexpectedly, no relationship is found between organizational
performance and the relative proportion of resources allocated to data
processing” (p. 1).

Cron and Sobol (1983) examined 138 medical supply warehousing
firms and linked the extent of computer use (determined primarily by
number of software uses) and several performance measures. Analysis
of variance did not reveal a significant relationship between computer
use and performance measures. In fact, extensively computerized firms
exhibited a bimodal distribution in performance: They performed ei-
ther very well or very badly. Cron and Sobol noted that the two groups
(high versus low performance) differed on dimensions such as size and
growth rate, but they did not attempt a multivariate analysis control-
ling for such variables. They concluded, despite the bimodal findings,
that “extensive and appropriate use of computer capabilities is most
likely to be associated with top quartile performance” (p. 178).

Bender (1986) looked at the financial impact of information pro-
cessing on a sample of 40 firms in the insurance industry. In a cross-
sectional analysis, he found that IT was related to performance, de-
fined as a firm’s ratio of expenses to premium income. However, the
relationship was curvilinear: Those firms with very little IT expendi-
ture and those with a lot were worse performers than those in between.
Investment in applications software was not related to performance,
but investment in hardware was positively related. Bender presented
a series of bivariate relationships between a performance measure and
one aspect of computerization. He did not assess the combined effects
of the various IT aspects (e.g., through regression) on performance, nor
did he control for size, market share, type of insurance, or other pos-
sible sources of spurious correlation.!

!Companies providing different kinds of insurance had very different values on
Bender’s dependent variable (operating expense ratio), which suggests that this
should be controlled for when assessing the effect of IT (Harris and Katz,
1988:127).
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Harris and Katz (1988) analyzed the same insurance industry data
set of 40 firms. They found that high-performance firms were spending
considerably more on IT than less successful firms. Although sugges-
tive that IT was helping performance, their analysis, by their own ac-
count, was not a causal analysis. They did not control for other likely
predictors of performance, such as size.

Significance

In looking at these studies overall, what is striking is the fact that
despite very large investments in IT, productivity payoffs are elusive.
Several of the empirical studies reviewed did not find any productivity
or other performance payoff from IT investments. Others provide evi-
dence for some payoff, but either used research designs that did not
control for important sources of spurious correlation or did not docu-
ment the size of the productivity payoff. No study documents substan-
tial IT effects on productivity. It is this lack of a clearly observable and
substantial IT payoff, given the very large investments in IT, that raises
the question of a productivity paradox.

EXPLANATIONS AND MECHANISMS

Methodologic and Data Problems

It is possible that the negative findings on productivity are arti-
facts, that is, they stem from inaccurate data or methodologic prob-
lems, rather than from a shortfall in IT effectiveness. For example, the
analyses by Roach and Osterman reviewed above are based on govern-
ment data series on output. Measurements of output and productivity,
however, are fraught with difficulties, which are compounded in the
service sector by problems in counting nontangible outputs (Bailey and
Gordon, 1988; Kendrick, 1988; Mark, 1988).

Mishel (1988) analyzed one key government statistical series on
U.S. output and productivity. He argues that an erroneous downward
adjustment made to the series in 1973 resulted in a widely held
misperception of substantial growth in U.S. manufacturing output since
1973: Forty percent of the reported growth in manufacturing output
between 1973 and 1985, according to Mishel, was due to this 1973 ad-
justment. Equally disturbing is his comparison of two major govern-
ment series on productivity growth rates at the level of two-digit SIC
industries, which shows extraordinary divergences between the two
series: “The two series are only within 25 percent of one another (plus
or minus) in seven of twenty-one manufacturing industries” (Mishel,
1988:103).
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Denison (1989) was no less critical of these government data. He
reported that a major distortion results from the accounting method
used by government statisticians to deal with the remarkable improve-
ments in speed and power of computers in recent decades. Statisti-
cians have treated these improvements as indicating spectacular in-
creases in the productivity of production in the computer-manufactur-
ing sector. This, along with an overweighting of computers in total
output, means that the productivity increases reported in recent years
for U.S. manufacturing as a whole are in large part a statistical arti-
fact of productivity increases attributed to computer manufacturers.
The government series therefore greatly overstate increases in output
and productivity.

The scholars who have questioned the accuracy of the government
data are well versed in the details of government accounting systems.
A systematic assessment of the implications of their criticisms for the
findings of Roach and Osterman would require rerunning analyses with
alternative government series and comparing the results, a very time-
consuming task. Until such checks have been performed, the studies of
Dennison and Mishel and work by the Office of Technology Assessment
(1988) leave one unsure of the accuracy of all industry-level and sectoral
analyses of recent U.S. productivity trends. But this does not invali-
date the basic idea of a productivity paradox; if anything, it strength-
ensit. For if government data series have overstated productivity gains,
the payoff of computers may have been even lower than indicated by
those statistics.

Firm-level studies such as those of Strassmann, Loveman, and Weill
cited above are not dependent on government data, but they are vul-
nerable to other methodologic objections. Findings that parameter es-
timates are not significantly different from zero must be assessed in
light of the statistical power of the sample. Small samples (e.g., 40
cases) can produce estimates of zero or nonsignificant estimates for IT,
not because IT has no effect, but because the sample size is so small.
Unfortunately, most companies guard their investment and performance
data from survey researchers and thus few firm-level data sets are avail-
able.

Another methodologic point, raised by Barua et al. (1989), Cron and
Sobol (1983), and Strassmann (1985), is that IT has quite different ef-
fects on productivity in high-performance firms compared with low-per-
formance ones. They suggest that the introduction of IT into poorly
run firms does not increase productivity, whereas the introduction of
IT into well-run firms pays off. The implication is that there is a bimo-
dal distribution of productivity outcomes: Firms cluster at two extremes,
either doing well or doing poorly. The fact that current research prac-
tice assesses the impact of IT on representative samples of firms, in-
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cluding good and poor performers, means that any positive IT impact
in good firms is balanced by IT’s negative effect in poorly run firms.
The overall (and misleading) impression is, therefore, that IT has no
effect.

Social scientists are unlikely to abandon the use of statistically rep-
resentative samples of firms in favor of using only high-performance
companies because the loss in terms of generalizability would be too
great. The theoretical point is to assess the payoff of IT to the economy
as a whole, an economy that includes both well- and poorly managed
firms. However, scholars can test for this effect by searching for sub-
sets of firms within their representative samples whose experience with
IT is markedly better than the norm. This approach was taken by
Loveman (discussed above), who was, however, unable to find any bi-
modal performance effect. But the issue is amenable to additional em-
pirical inquiry.

These methodologic and data difficulties provide some grounds for
skepticism about the existence of a productivity shortfall from IT in-
vestments, although they do not appear to warrant dismissing the para-
dox as a statistical mirage. The uncertainty will only be resolved as
more studies accumulate. For the present, it is fruitful to give tenta-
tive credence to the productivity paradox, based on the above studies,
and to ask what mechanisms might explain the lack of payoff from IT.

Individual-Level Mechanisms

The Shift to Slower Channels of Communication

Speaking, gesturing, writing, drawing, and demonstrating by do-
ing are all ways of communicating information; they use different sen-
sory channels and distinct kinds of cognitive information processing.
Each of the channels differs in regard to the speed with which informa-
tion is transmitted, the accuracy of transmission, and the difficulty of
interpretation.

As a first approximation, productivity, when applied to communi-
cation, can be measured as the speed of production of messages, for
example, words per minute. When engineering estimates are made of
the productivity gains from, for example, word processors, the typical
contrast is within one channel, in this case the written word. If word
processors are faster (in words produced per minute) than typewriters,
one assumes (as a first approximation) that they will improve personal
productivity (Card et al., 1982).

The introduction of a new IT, however, not only changes activity
within the same basic channel (e.g., from writing or typing to word pro-
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cessing), but can also shift communication from one channel to another
channel. For example, a manager decides to compose a memorandum
using email rather than dictate it. Different channels have quite dif-
ferent speeds of transmission—speech is potentially five times faster
than writing or typing (Gould and Boies, 1983:274). Thus, a new tech-
nology may simultaneously improve productivity in terms of speeding
communication within a channel, and degrade productivity if it shifts
communication from faster to slower channels. (This is the implication
that can be drawn from a series of experimental studies by Gould (1980,
1981, 1982) and Gould and Alfaro (1984), although it is not so stated by
the authors.)

The Formalization of Human Communication

Another level of complexity must be considered for the actual com-
parison here is not between saying certain words into a microphone
and typing the identical words using email. The same semantic con-
tent will be phrased differently using different channels—a face-to-face
communication may be less wordy than an email message.

To explain this phenomenon, sociolinguists use the concept of
indexicality, which refers to a property of language having to do with
the degree of knowledge that one expects of one’s partner in a commu-
nication (Garfinkel, 1967). In a highly indexical conversation, two con-
versationalists assume a lot of shared background knowledge of each
other, and they can speak in a terse way because of this shared knowl-
edge. Less has to be said. In contrast, less-indexical conversation is
more elaborate: Everything is explained, because less shared back-
ground knowledge is assumed to exist.

The degree of indexicality can differ markedly across communica-
tion channels or modalities. Face-to-face communication is often, but
not always, highly indexical. Consequently, a shift away from speak-
ing to another channel can change the speed of communication, not
only because of the physical limitations of the media involved (speed of
tongue in speech versus fingers in typing), but also because of the dif-
ferent degree of indexicality used for each channel. For example, Gould
and Boies (1978, 1983:291) compared speaking a message into a voice-
mail system, where one expects the receiver to listen to one’s voice,
with dictating a message, which one expects will be typed and then
read by the receiver. In both cases the purpose of the message is iden-
tical, and both use the same channel (speech). But the subjects who
spoke and expected their message to be heard communicated consider-
ably faster (more indexically) than those who dictated a message to be
typed and read.
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Until very recently, IT investment focused on the written (typed)
medium. Even as IT was (arguably) improving speed and productivity
within that medium, it may have been slowing the overall speed of com-
munication by drawing messages that might previously have been con-
veyed face to face, or telephoned, into the less indexical and therefore
slower channel of writing. This is one potential explanation, at the
individual level, of why IT has not improved productivity.

Systematic quantitative data are lacking on how much IT has shifted
communication between channels, but there is no dearth of ethnographic
examples. In one office observed, employees sent email messages to
colleagues sitting a matter of yards away, rather than speak (Attewell,
1992b). Office etiquette had evolved to the point that it was considered
intrusive to interrupt a colleague with a nonurgent spoken message.
In a more elaborate example, Markus (1984) described managers send-
ing messages by email and later conversing by telephone while looking
at the same email documents on their terminal screen.

The process of shifting the communication mix toward a slower and
wordier (i.e., less indexical) written/typed medium is referred to here
as the formalization of communication because of IT. It is occasionally
a coercive process: If everyone else uses email, a person feels obligated
to follow suit. More typically, formalization occurs because people value
the added clarity (lessened ambiguity) of written communication (as in
the Markus example), or because senders place a value on not inter-
rupting a colleague and thus use an asynchronous medium rather than
speech (the first example). In either case, formalization represents a
trade-off between maximizing speed of communication and some other
value.

An analogous kind of formalization of communication occurs when
IT is applied to shop-floor manufacturing. Large numbers of communi-
cations that were once conveyed informally by voice or signals are now
being drawn into complex computer systems used for job scheduling,
parts ordering, and so on. One striking example of this is provided by
comparing the Japanese use of just-in-time manufacturing with an IT-
intensive American counterpart (Warner, 1987). The Japanese typi-
cally use noncomputerized signaling (i.e., colored balls) to indicate that
more materials are needed or that a job is complete. This requires little
recordkeeping or elaboration of the messages. An IT-intensive coun-
terpart found in many U.S. firms is manufacturing resource planning
(MRP) software, which “decides” when and where parts are to be pro-
duced and moved based on a myriad of data inputs, from keyboarded
reports of inventory to scans of the bar codes on parts and subassem-
blies.

The MRP approach is more powerful than signaling with balls (al-
though several commentators have argued that it is overly complex and
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error prone; see Anderson et al., 1982; Warner, 1987), but it is a more
formalized and demanding method of communication than its
noncomputerized alternative. Aggregated across thousands of organi-
zational communications, this formalization of communication, facili-
tated or driven by IT, may cut into potential productivity improvements
and counterbalance the positive contributions of IT. However, there is
as yet no quantitative evidence with which to assess the magnitude of
this effect.

The Quality Versus Quantity Trade-off

A trade-off between the quantity and the quality of output also af-
fects the productivity gains realized from IT. For many white-collar
jobs, the introduction of IT seems to alter preexisting balances between
the quality and quantity of task performance by tempting individuals
to improve quality. Often the change in quality is primarily a matter of
improvement in the aesthetic aspects of output rather than in its sub-
stance. But whether “real” or superficial, improvements in quality are
achieved either by a slowing of work speed (a decrease in output per
hour) or, more commonly, by using any time freed by IT to enhance the
quality of documents.

In workplace ethnography, one observes employees devoting time
and concern to formatting attractively and illustrating the most mun-
dane of communications. Much time is spent reediting text and using
spelling checkers to remove every last typographical and spelling er-
ror, even if those errors might have a minimal impact on comprehen-
sion. And a degree of attention is given to type fonts and print quality
that would have been unheard of a few years ago. Among program-
mers, one sees untidy but workable code being reworked to obtain a
cleaner, more elegant, or otherwise more satisfying product. And among
managers, one observes reworking of spreadsheet models, presentational
graphics, and the like.

The shift toward quality is an expression of pride in one’s work and
as such is a positive gain for individual employees. It also reflects the
fact that the appearance of documents is important in many bureau-
cratic settings because it affects the authority of the message. Whether
this shift improves efficiency is doubtful, as the following studies dem-
onstrate.

In a controlled study, Card et al. (1982, 1984) found that writers
composing on a word processor made nearly five times as many modifi-
cations and corrections as those writing by hand. Some of the differ-
ences between word processing and handwriting were attributable to
correcting errors and some to changing margins, type fonts, and so on.
But the largest differences stemmed from refining the text. Indepen-
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dent composition experts evaluated the latter refinements and judged
that fewer than half improved intelligibility. Overall, the quality of
documents created by word processor was no better than equivalent
documents produced by hand.

Pentland (1989) studied more than a thousand Internal Revenue
Service (IRS) auditors who used laptop computers. He obtained mea-
sures of productivity (e.g., average time per case) and measures of quality
of work, and he was able to compare subjective measures (agents’ as-
sessments of their work) with objective measures obtained from case
files.? He also regressed outcome measures on measures of the use of
various software applications and on demographic and experience vari-
ables.

Looking first at the self-report data, Pentland found that produc-
tivity was unrelated to the use of various software applications but that
subjective sense of quality was significantly related to the use of al-
most all applications. In other words, from their own reports, agents’
use of computers was not enabling them to work faster, but it did en-
able them to do better-quality work.

Pentland found striking discrepancies between the self-report find-
ings and analyses of objective measures of the same agents’ work. None
of the computerized features was associated with increased productiv-
ity measured objectively, and several were associated with lower pro-
ductivity. The implication is that agents’ efforts at improving quality
through computers undermined their productivity.

Nor was there a “real” effect of computer use on objective quality of
work. Pentland found a widespread belief among the IRS staff that
use of word processing was more authoritative and would lead taxpay-
ers to accept an unfavorable audit result. But this belief proved un-
founded when tested with objective data. Agents used more word pro-
cessing in big cases and in contested cases, in order to bolster their
sense of professionalism and credibility, but it had no effect on the out-
come.

The studies of document preparation and of the IRS indicate the
ways in which computing becomes important in user impressions of
quality, credibility, and self-image. Users sacrifice quantity for qual-
ity. The research also suggests that users’ impressions of enhanced
quality may not be borne out in terms of objectively determined mea-
sures of product quality. The quality versus quantity trade-off is thus
a mechanism whereby potential gains from IT become lost.

ZPentland’s terminology was changed to match the terminology used in this
chapter. He used the terms efficiency (equivalent to productivity or quantity)
and effectiveness (“the quality of work done using the computer”).
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Operator Skill and Complexity

A popular explanation for a lack of productivity payoff is that em-
ployees and organizations have not yet learned the requisite skills for
using IT software and hardware efficiently. The implication is that
once a few more years have passed and the computer revolution ma-
tures, the IT-using work force will have improved its skills and raised
productivity.

Although appealing, this explanation neglects some important as-
pects of the information revolution that today turn skill development
and retention into a chronic (rather than transient) problem for organi-
zations and individuals (Attewell, 1992b). First, the very dynamism of
the information revolution, the creation of a stream of new or improved
products, creates a serious problem of skill obsolescence. The working
knowledge that employees have painstakingly accumulated can be ren-
dered useless if the company changes hardware or software. It is not
unusual to find organizations that, in the prior 5 to 10 years, have had
clerical support workers first doing text editing on, for example, Wang
machines, then shifted to personal computers (PCs) with Wordstar soft-
ware, then restandardized again with WordPerfect. Each change of
software rendered a substantial body of prior working knowledge use-
less—not just a knowledge of keyboard commands, but also of strate-
gies for getting various kinds of documents produced and for shifting
data or text from one piece of software to another. Even within one
brand of software, operators have to deal with software updates, the
inconvenience of going from documents typed using one version of the
software to those typed in another, and so on.

Skill obsolescence is not a problem solely of word processing: Soft-
ware applications from accounts receivable to inventory control to fi-
nancial and statistical modeling have been undergoing periodic replace-
ment. In a study of 187 firms in the New York area, the average age of
current applications was only three to four years (Attewell, 1992b). There
seems little end in sight: Today’s workers are having to assimilate lo-
cal area network (LAN) and Windows versions of their favorite soft-
ware and to master new telephone systems, email, and so on. Thus,
new learning demands are repeatedly thrust onto employees whose major
responsibility is to do work, not to learn about IT.

The environment of constant IT change is fueled more by the com-
petitive dynamics of software vendors, and the behavior of in-house of-
fice IT buyers, than it is by hard-headed productivity considerations.
Software manufacturers want to sell new software to established cus-
tomers, and a product upgrade is an easy way to achieve that. They
also dread having product reviewers rate their product as “behind the
times.”
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Within IT-using firms, Salzman (1989) documented that the people
who make decisions about adopting software are rarely those who ac-
tually use the software. Because purchasing managers are often un-
aware of how hard or easy the software is to use, they tend to focus on
features, the numbers of things a piece of software can do. This leads to
a situation in which competing software houses look for more and more
features with which to dazzle potential buyers. As a result, software
programs become ever larger and more complex.

From the perspective of the IT operator, skill development can take
on the nature of the myth of Sisyphus: No sooner has one pushed the
boulder (of learning) to the top of the mountain, than it rolls back to the
bottom—all at the direction of senior management who insist on a soft-
ware change. Operators who attempt to avoid skill obsolescence by
sticking with software they are already skilled in using tend to be stig-
matized or overruled by managers, who invoke the need for company-
wide standardization as an antidote to those who would cling to old
software and skills. Or managers claim that cherished productive soft-
ware must be abandoned because hardware manufacturers will no longer
support it on their new generation of machines.

Software developers are not unaware of the burden that new and
ever more complex programs place on end users. They have made great
efforts to improve interfaces for greater ease of use and to enhance docu-
mentation for trouble-shooting (e.g., help screens and pop-up advice).
They have also automated various human tasks, such as spelling cor-
rection. But these attempts to lighten the learning and work burdens
for users often displace rather than eradicate the productivity problem.
They have resulted in much larger, more complex software programs,
which require faster computers, more disk space, faster access times,
and so on. They also require more sophisticated setup and mainte-
nance work. Thus, there is the irony that a business letter that could
once have been written rapidly and effectively on a personal computer
with 64 kilobytes (K) of random access memory (RAM) and one or two
floppy disk drives now is written on a 386-K machine with several mega-
bytes of RAM and a plethora of related memory-management, disk-cach-
ing, LAN, and other software.

It seems plausible, then, that much of the potential productivity
gains from IT have been absorbed by the process of change itself and
its impact on skill and performance.® Users find themselves with obso-
lete skills and new programs or procedures to learn. Technical support
personnel face ever-higher degrees of software and hardware complex-

*For a model of the diffusion of IT in which knowledge or skill acquisition plays
a central and sometimes limiting role, see Attewell (1992a).
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ity, which create new layers of productivity-wasting problems, from “in-
terrupt conflicts” to “memory crowding.” Strassmann’s (1985) injunc-
tion that computerization pays off only if accompanied by a drastic sim-
plification of work processes and procedures is violated by the inces-
sant movement toward greater complexity.

There is no reason to assume that the skill-obsolescence and learn-
ing burdens of IT are only start-up or transient phenomena. They have
already lasted two decades, and there are no indications that the speed
of change of software or hardware is abating. All one sees in computer-
ized workplaces is more and more change. The cost of that change must
be balanced against the promise of productivity gains. But that is un-
likely to occur when those who prescribe the changes are not those whose
work is primarily affected by them.

Group-Level Mechanisms

Computers Generate More Work

Even if IT makes employees individually more productive, that does
not necessarily translate into improved productivity for groups of indi-
viduals or the organization as a whole because information technolo-
gies are embedded in a web of political and social processes within firms
(Bikson et al., 1987; King and Kraemer, 1985; Kling and Iacono, 1984,
1988; Markus, 1984). Those interpersonal, group, and organizational
dynamics come into play and can absorb or redirect individual efforts
and alter the goals toward which new technologies are directed.

One possibility is that employees are using IT tools to increase their
output, but that their extra output is largely unproductive because it
does not result in more goods and services being sold by the firm. An
example would be applying the bulk of IT investment to extra paper-
work and administration without realizing any ultimate payoff in terms
of greater or more efficient production. Clearly, this is not what was
envisioned by IT designers or expected by scholars of office automation
and transaction processing. On the contrary, Leontief and Duchin (1986)
and other experts believed that IT applied to white-collar work would
greatly increase productivity and shrink administrative overhead. By
entering engineering estimates of productivity improvements from IT
into input-output analyses of the economy as a whole, they predicted
11 million fewer jobs by 1990 and 20 million fewer by 2000 as a result
of automation.

The predicted displacements of clerical and administrative work-
ers have not come to pass, however (see below). And one reason that
administrative staffs have not greatly shrunk is that IT appears to be
associated with a rapid increase in paperwork and its electronic equiva-
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lent. The study of New York area firms mentioned above, (Attewell,
1992b) assessed the changes in employment and work load resulting
from the introduction of specific IT applications. Some examples of an
IT application, defined as a computerized work task or combination of
tasks associated with particular employees, are (1) a computerized sys-
tem for processing accounts payable and receivable; (2) a system for
entering orders, querying inventory, and generating shipping slips; and
(3) a system for analyzing loan risks.

The employment changes associated with the IT applications were
far less dramatic than would have been anticipated by Leontief and
others. Only 19 percent of the applications studied led to shrinkages in
employment on those tasks, 20 percent led to increases, and 61 percent
showed no change. Some of the job shrinkages were quite dramatic.
However, the overall effect is what is analytically important, that is,
the sum of losses and gains across all applications in all firms. In total,
the job losses were equivalent to 1.7 percent of the total employment of
the sample firms. Job gains were equivalent to a 3 percent increase.
The overall effect was an expansion in employment of 1.3 percent.

The reason why the overall employment changes were small is that
in the very applications in which productivity improvements were most
marked, there was an equally striking increase in work load after the
application was implemented. Thus, in a sample of 489 applications
for which there were complete employment and productivity data, man-
agers reported that mean output per worker rose by 78 percent com-
pared with the immediately prior technology—a substantial productiv-
ity effect. In those same applications, however, the volume of work
also jumped by 76 percent, effectively absorbing almost all of the po-
tential productivity gain.* (Kraut et al., 1989, found a similar increase
in the volume of work in their study of computerization.)

There are several distinct explanations for the marked expansion
of paperwork or information output that follows computerization. Econo-
mists note that as the unit cost of a good falls, the demand for that good
increases. For example, as word processors make editing more conve-
nient, the number of drafts a document goes through increases. Simi-
larly, as computer-aided design makes certain aspects of drafting and
design work easier, the number of drawings produced before a design
is settled upon also increases (Salzman, 1989).

An expansion in the information output of computers requires an

‘Another, albeit indirect, indication of the increase in information work load
following computerization is to be found in office consumption of paper, which
since 1979 has grown at twice the rate of the gross national product. Mani-
festly, IT has not created the once-predicted paperless office (Fisher, 1990).
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increase in the amount of processing being done and, thus, an increased
need for computers and for processing power. Thus, while the unit cost
of information processing is falling, the resulting demand for process-
ing may grow even faster, such that the total volume and cost of pro-
cessing in the organization can reach new highs (Bailey and Chakrabarti,
1988:97). (In economic terms, the price elasticity of demand for IT is
greater than one.) This effect is exacerbated by the fact that comput-
ing is heavily subsidized in most firms. End users rarely pay the full
cost of mainframe time, software support, LAN maintenance, and so
on. This spurs the demand for IT.

Although the economist’s language of cost is appealing, and the falling
unit cost of processing certainly explains much of the IT expansion,
focusing on cost can obscure another important aspect of the phenom-
enon. Within an office, what most employees experience is not cost (to
the organization) but effort (for the individual). It is the fact that costs
are relatively invisible, while personal effort is quite tangible, that gives
computer technology some of its counterproductive sting. It takes little
effort to make several extra copies, but it does cost. It takes minimal
effort on the part of the originator to send copies of an email message to
several colleagues, but that places a substantial burden on the recipi-
ents to read that message (Bowen, 1986). It may take less time for an
executive to compose and edit a memorandum on his or her PC than to
assign the work to a secretary. But in cost terms, given their relative
salaries, that may be a less efficient approach.

In sum, IT has been designed to lower the effort burden for an indi-
vidual user, and it often succeeds in doing so. In each case the benefit
is tangible, but the cost becomes invisible because IT links people’s work
in subtle rather than obvious ways (through data bases and email in-
stead of face-to-face contact). This can make it harder to tell whether
actions that help one person’s job performance rebound unfavorably on
someone else’s productivity down the line. The cost also becomes invis-
ible because IT is increasingly shared and IT expenses are removed
| from the immediate view of the user. The traditional secretary could
have a fairly immediate sense of consumption of typing paper, the cost
of repairing a typewriter, and so on. The costs and other consequences
of using a departmental laser printer for drafts of documents, or of leaving
large amounts of old messages or data on fast-access disk storage de-
vices, are far less obvious.

Economists would view these phenomena as examples of “princi-
pal/agent problems” within organizations, that is, the gap between what
is rational for the individual employee and what is rational for the firm.
Agency problems are chronic features of organizations, but IT can ex-
acerbate them. Information technology makes the production process
ever more capital intensive. It widens the gap between the interests of
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employees, who use IT to improve the productivity of their labor (while
largely ignoring capital and other costs), and the interests of the orga-
nization, which tries to optimize its total factor productivity—capital
as well as labor.

Burgeoning Administrative Overhead

Much of the productivity payoff from automating lower-level jobs
and relatively routine tasks has subsequently been expended in hiring
new, higher-paid employees. The most obvious reason for the extra
employment is that new technical skills are required to support com-
puter systems. Employment in computer specialties (systems analy-
sis, programming, and so on) had grown to over a million persons by
1989. In addition to those formally assigned to computer-related jobs,
researchers have noted the existence and importance of informal com-
puter experts (computer “mavens,” “gurus,” “power users”), many of whom
fill staff positions but whose work as computer experts may equal their
formal staff responsibilities (Bikson et al., 1990). The amount of em-
ployment represented by informal computer experts “hidden” in oper-
ating departments is not known.

The issue of IT and administrative overhead goes well beyond the
expansion in the number of technical experts, however. Government
data series document that the administrative component of private sector
firms has been growing for several decades. Figure 2-1 shows that ad-
ministrative overhead, far from being curtailed by the introduction of
office automation and subsequent information technologies, has increased
steadily across a broad range of industries.

Although there is a widespread perception that the growth in ad-
ministration implies employment of more clerks and secretaries, analyses
of government statistics indicate otherwise. Based on data from Klein
(1984) and the Bureau of Labor Statistics (1989), for example, the number
of managers employed in the United States increased from 7.3 million
in 1972 to 14.2 million in 1988. Managerial employment growth, not
clerical growth, is driving current administrative expansion (see Fig-
ure 2-2).

It seems likely that some significant part of the recent growth in
managerial employment within firms reflects the growth in informa-
tion systems and the complexity of managing them. Certainly, some
case-study data suggest a direct link. Figure 2-3 shows data on em-
ployment shifts for a leading insurance firm that introduced email and
extensive office automation in an attempt to control administrative over-
head. Many clerical jobs were lost, but numerous new managerial jobs
were created.
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FIGURE 2-1 Growth in administrative employment in selected
industries. NOTE: FIRE = finance, insurance, and real estate.
SOURCE: Bureau of Labor Statistics (1989).
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FIGURE 2-2 Growth of U.S. managerial employment, 1972-1988. SOURCES:
Klein (1984); Bureau of Labor Statistics (1989).
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FIGURE 2-3 Occupational change in an insurance company fol-
lowing the introduction of information technologies. SOURCE:
Unpublished company data, from Paul Attewell.

Bailey and Chakrabarti (1988:86-101) have offered a rather differ-
ent argument regarding increased employment and the productivity
paradox. They hypothesize that the efficiency gains of IT may have
been spent on increased employment in marketing, sales, and service
staff necessitated by the intensification of domestic and international
competition. They developed a microeconomic model to simulate the
loss of productivity gains through such employment. However, empiri-
cal data on the growth of sales and related occupations in various
(nonretail) industries suggest that their explanation is wide of the mark.
The growth in sales employment has been much smaller in absolute
numbers than that of managers. It is not a major component in the
growth in administrative overhead detailed above. Figure 2-4 presents
data for three sectors (manufacturing; finance, insurance, and real es-
tate; and services) that illustrate these trends.?

°In Figure 2-4, the logic for studying composition within industries, rather than
across the economy, is that it avoids effects due to the relative expansion of one
economic sector versus another. The period 1982-1988 was used because a
change in occupational classifications made data collected before 1982 not strictly
comparable with data collected after 1982; 1988 was the most recent year for
which data were available.
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Information and the Managerial Taste for Control

To understand why the infusion of IT appears to have resulted in
the expansion of managerial ranks requires consideration of the role of
managerial information systems and the dynamics of control and power
in the modern enterprise. Although many employees believe their bosses
are immensely powerful, the experience of top management is often
the reverse: Executives often find it very difficult to change the
organization’s course, and their policy initiatives can become bogged
down, ignored, or even reversed lower down the organizational pyra-
mid. This leads, according to organizational sociologists, to an inces-
sant quest for tighter control by top management. Executives alter-
nate among instituting new rule systems, productivity measurement,
and direct surveillance by supervisors in unceasing attempts to gain
control over their subordinates and thus over firm-level performance
(Blau, 1955; Gouldner, 1954; Merton, 1940). This quest is rarely suc-
cessful: Attempts to control backfire, are blunted, or result in dysfunc-
tional adaptations by employees. Nevertheless, this does not stop each
generation of managers from pursuing greater control over subordinates
(Beniger, 1986).

Several recent developments have tied this taste for control to an
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enthusiasm for quantitative information. Intellectual advances in op-
erations research, microeconomics, and managerial science, combined
with the dissemination of these disciplines in an occupation increas-
ingly populated by masters of business administration (MBAs), have
convinced many managers that rigorous decision making is possible if
only one can obtain numerical data on aspects of a firm’s performance
and apply quantitative analytic methods. This has encouraged a cul-
ture that seeks to “manage by numbers.” Executives who emphasize
management by numbers (or by “facts”), who demonstrate intellectual
prowess in memorizing or penetrating dense financial and performance
data presented by subordinates, are lionized in business publications
(e.g., Pascale and Athos, 1982:92-97).

Thus, after being initially applied to routine transaction process-
ing in the 1960s, IT in the 1970s and 1980s was harnessed to the task
of providing management with quantitative performance data. Man-
agement information systems, decision support systems, and executive
support systems reflect a massive investment in elaborate reporting
and control systems for management. The direct cost of such systems—
hardware, software, and systems staff—is very large. Weill (1988) es-
timated that “informational IT” constituted 56 percent of total invest-
ment in IT in his particular industry. Strassmann (1990:120) estimated
that 64 percent of total IT costs was spent for managerial as opposed to
operational purposes. To this must be added the indirect costs, in mana-
gerial hours spent studying MIS data, of decisions made using these
data, and of new staff and managerial positions opened for persons who
enter or analyze such data.

There is a widespread feeling among managers that MIS data in-
deed help them manage their jurisdictions better. Many report being
better informed and feeling more in control (Attewell, 1992b). But there
is no proof that these feelings correspond to actual improvements in
managerial decision making, and there is even less evidence that the
marginal improvement in managerial decision making made possible
by computerized information systems justifies the very large cost of
those systems.

A series of studies of decision support tools, especially the “what-if”
scenarios on spreadsheets, illustrates these effects (Davis and Kottemann,
1992; Kottemann and Remus, 1987, 1991; Kottemann et al., in press).
In experimental settings, managers and MBA students were asked to
make a decision regarding a production scheduling. Some used a Lotus
spreadsheet’s what-if capacity, which enabled them to simulate alter-
native decisions; others worked unaided. The researchers found that
the decision makers using what-if approaches made decisions that were
no better than those of the unaided subjects. This mirrors a larger
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research literature indicating that what-if modeling is sometimes worse
than (Kottemann and Remus, 1987, 1991), sometimes no different from
(Fripp, 1985; Goslar et al., 1986), and sometimes better than (Benbasat
and Dexter, 1982; Sharda et al., 1988) unaided decision making. How-
ever, their most striking finding, which was replicated in several stud-
ies, was the degree to which managers and MBA students believed that
they make better decisions using what-if spreadsheet models, despite
the fact that their performance was no better (and in some experiments
worse) when they used such methods. The researchers called this over-
estimation of the effectiveness of this computer technique the illusion
of control and cognitive conceit. The effect was widespread and appar-
ently resistant to disconfirmation from experience: Subjects continued
to overvalue the what-if technique even when told of its practical limi-
tations.

Computerized MIS and tools such as what-if spreadsheet scenarios
have become a routine feature of large corporations, and there is little
likelihood that any firm would forgo them. Managerial culture has be-
come habituated to managing by numbers, even though it may be coun-
terproductive (Attewell, 1987; Levy, 1989). The management-by-num-
bers culture places new work burdens on managers: In several firms I
studied almost any request for new machinery or investment had to be
accompanied by a rationale entailing spreadsheet models of cost and
payoff based on MIS data, often illustrated by pie charts and other graph-
ics. Today’s managers spend many hours (often at home) preparing
such proposals. An earlier generation might have made the request in
a simple memorandum.

Since the “information culture” within firms is driven by manage-
rial desires, it is rarely opposed. But it has enormous costs, in terms of
hardware, software, and labor time spent in collecting and analyzing
data, which are rarely balanced against its benefits. Some critics have
suggested that management by numbers actively contributes to pro-
ductivity decline. Perhaps the most eminent is W. Edwards Deming
(1986:76), the father of statistical quality control, who noted the follow-
ing:

To manage one must lead. To lead one must understand the work that he and
his people are responsible for. . .. It is easier for an incoming manager to short-
circuit his need for learning and his responsibilities, and instead focus on the
far end, to manage the outcome—get reports on quality, on failures, proportion
defective, inventory, sales, people. Focus on outcome is not an effective way to
improve a process or an activity . . . management by numerical goal is an at-
tempt to manage without knowledge of what to do, and in fact is usually man-
agement by fear. . .. Anyone may now understand the fallacy of “management
by numbers.”
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Firm-Level Mechanisms

Competition Versus Productivity

In the 1960s, information technologies were primarily conceived of
as methods for lowering the unit cost of processing various kinds of
highly routinized paperwork (e.g., transaction-processing systems). In
the 1980s, computer systems were characterized as “strategic informa-
tion systems,” competitive weapons to wrest market share from rival
firms. While the two uses of information systems are not mutually
exclusive, they have quite different implications for productivity.

A firm that uses IT as a strategic weapon seeks to increase its mar-
ket share, and thereby its profits, at the expense of its competitors.
This will typically mean that the successful firm expands to accommo-
date the increased market share. But the firm need not necessarily
improve its productivity (output per unit of input) to increase its prof-
its: An increase in output/sales at the old level of productivity will still
generate increased profits. Thus, profitability is divorced from produc-
tivity. Nor will the productivity or profitability of the industry as a
whole be improved through this strategic use of IT: The firm is redis-
tributing market share, not creating more wealth with less input. In
such a situation there is a disjuncture between what benefits an indi-
vidual firm and what benefits an industry or economy. Increased mar-
ket share clearly benefits individual firms, but the economy at large
benefits only if productivity or quality is also increased (see Bailey and
Chakrabarti, 1988).

If this hypothetical situation was common, one would expect to find
large investments in strategic IT yielding increased market share (but
not increased productivity) for some successful firms but with negli-
gible impact on industry-wide productivity or profitability. This indus-
try-level outcome is consistent with Roach’s findings (see above), and
one can find illustrative evidence (not proof) in some of the most lauded
firm-level examples of strategic information systems.

American Hospital Supply (AHS) Corporation has been portrayed
as an outstanding example of successful IT use. It is widely used as a
case study in business school curriculums (e.g., Harvard Business School,
1986). By installing order-entry terminals in the purchasing depart-
ments of its hospital customers, and later providing inventory manage-
ment software to them, AHS made it easier for its customers to order
medical supplies and speeded its response to orders. Based on this
innovative use of IT, which required large investments in hardware,
software, and systems personnel, AHS was able to develop an enviable
degree of customer loyalty, and its sales and market share zoomed.
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Table 2-1 presents the performance ratios of AHS during a decade
of investment in IT and rapid growth in market share. Sales and prof-
its boomed. But several indices of productivity—gross profit as a per-
centage of sales, operating expenses as a percentage of sales, operating
earnings as a percentage of sales—showed no improvement at all, or
had decreased, at the end of the period. This did not hurt the firm: It
was growing and generating more profits, even though it was no more
efficient than before. This becomes a cause of concern, however, when
translated into an industry-wide or economy-wide phenomenon. For if
IT investment is focused on the strategic goal of increasing market share
and is shunted away from productivity-enhancing areas, costs may in-
crease and productivity will stagnate. In the long run, this could leave
those industries in which strategic IT investment dominates highly vul-
nerable to competition from firms that maintain a cost-lowering strat-

egy.

IT and the Service Approach

Although American Hospital Supply illustrates the effects of stra-
tegic investment in IT, it is also an example of the use of IT to gain
customers through improved service. In recent years a powerful cur-
rent among American managerial theorists has extolled the importance
of customer service for the overall success of a business (e.g., In Search
of Excellence). IT is often used to actualize this philosophy—computer-
ized inventory systems enable salespeople to give accurate assurances
about availability of products, order-entry systems are used to speed
delivery times, and so on.

American companies have allocated substantial proportions of IT
investment to service activities in the hope of winning customer ap-
proval and market share. If IT investments in service succeeded in
attracting market share or allowed prices to be raised to reflect the
improved service component, there would be a payoff at least to those
who first adopted the technology. And, as discussed in the prior sec-
tion, firms like AHS did just that. But one can also identify forces that
make it rather difficult to earn profits from IT-assisted service provi-
sion.

To capture profits, firms need (1) a period of time during which
investments in a new service give them a temporary monopoly, thereby
differentiating them from the competition, and (2) a willingness on the
part of customers to pay a premium for the service-enhanced product.
Such conditions have occurred for certain IT services, for example, air-
line reservations systems. But other IT pioneers have found themselves
with a very short period in which to capture market share and capital-
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ize on IT investment. The introduction of ATMs by banks proved enor-
mously popular with customers. However, it took relatively little time
for other banks to follow suit. Moreover, although no consumer bank
can hope to survive today without having them, ATMs have not gener-
ated large new profits for banks. On the contrary, the highly competi-
tive environment in banking has made it difficult to charge customers
for ATM service.

Nor have ATMs enabled banks to cut costs by employing fewer tell-
ers (Haynes, 1990). Available evidence suggests that customers use
them for transactions they would not have made before. For example,
they take out smaller sums of money at more frequent intervals.

There is nothing new to the idea that technological innovation gives
the first-comer a short-term advantage that is soon lost as the industry
as a whole adopts the technology. Karl Marx, for example, noted the
phenomenon in his comments on nineteenth-century textile manufac-
turing in Britain. What is new is the rapidity with which IT-based
service innovations can be copied by competitors, the short window for
recouping one’s investment in the innovation, and the apparent reluc-
tance of customers to pay for service improvements compared with their
willingness to pay for better tangible goods. Taken together, these de-
velopments place an unusual burden on IT investors. More and more
industries (like the banks with ATMs) have to make large IT invest-
ments to “stay in the game,” whether or not an improvement in firm-
level profitability or productivity results.

Consumers, and thus society at large, clearly benefit from the be-
low-cost provision of IT services. The phenomenon looks less benign,
however, when viewed from the perspective of corporations. Having to
invest in IT in order to stay in the game and suffering poor returns on
IT investment as a result detracts from capital accumulation. This would
not be serious, except for the fact that it occurs during an era of intense
competition and productivity stagnation, when investment should be
productively deployed.

Interorganizational Processes

Information technology has led organizations to place greater de-
mands on their suppliers and customers for information. Such demands
can often only be met by further investments in IT. For example, in
the early 1970s, insurance companies that processed medical insurance
claims began to install costly mainframe-based interactive claims pay-
ment systems. There were several reasons why the companies chose to
shift from manual or batch processing of claims to interactive comput-
erized processing, but two are relevant here. At the time, the installa-
tion of computers in hospitals and doctors’ offices for generating bills
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had resulted in a dramatic increase in the number of duplicate bills
being generated by such computers and presented by clients for pay-
ment. This placed extraordinary burdens on manual claims proces-
sors, who had to avoid paying for the same medical service twice. Claims
payment had to be computerized to deal with this double-billing as-
sault from others’ computers.

Simultaneously, firms that paid for group health insurance for their
employees began asking the claims payment companies for ever more
detailed breakdowns of how each dollar was expended—on what medi-
cal procedures, for which covered person, and so on. Detailed reports
had not been feasible, and had therefore not been provided, when
recordkeeping was entirely manual. But with the advent of on-line
claims processing, those insurance companies that had not developed
computerized systems capable of analyzing payments found themselves
losing clients to highly computerized competitors.

In these examples one can see the truth in Ellul’s (1954) macabre
vision of technology, in which technologies create needs that only more
of the technology can fulfill. The possibility of computerized data has
enabled government to demand more and more detailed information
from hospitals, military contractors, banks, and so on. It has stimu-
lated bank customers to expect 24-hour information on their accounts,
and users of overnight delivery services to expect rapid tracing of their
packages. Whatever the long-term implications of such phenomena for
profitability and economic growth, in the immediate term computers
are placing greater burdens of information work upon organizations.
In highly competitive environments, or when faced with legally man-
dated demands, firms may have no way of capturing the cost of this
investment. Their provision of information therefore reduces, rather
than increases, their efficiency.

CONCLUSION

The relationship between investment in IT and productivity is para-
doxical. Research suggests that the strong productivity gains that were
expected from IT have not manifested themselves—in the economy as
a whole, in particular industries, or for representative samples of firms.
The empirical evidence on the question is mixed, and this review has
considered issues of data and methodology that might “explain away”
the paradox. While more research on this question is clearly needed,
the preponderance of evidence suggests that the shortfall of productiv-
ity payoff from IT should be treated as credible and that the next step—
looking for forces that are undermining or atfenuating potential gains
from IT-—should be taken.
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Pointing to a productivity paradox does not mean that IT invest-
ments have been ineffectual. In this chapter the focus has been specifi-
cally on productivity, not on other important goals or areas of impact,
such as increasing market share, improving service, or improving qual-
ity. Market share is critical for the competitiveness of individual firms,
and quality and service are important to consumers and for economic
competitiveness.

Nevertheless, one should not shrug off the importance of a produc-
tivity shortfall because of market share, quality, service, or other po-
tential benefits of IT. To reiterate an earlier point, increases in produc-
tivity are central to keeping unit costs down and, thus, to enabling firms
to compete successfully in the international arena. Increased produc-
tivity is also a major source of salary increases for the industrial labor
force. If firms can produce more per person, they can afford to pay
higher wages. Anemic progress in productivity has been a prime cause
of two decades of stagnant wages for a large proportion of the working
U.S. population. Conversely, generating higher productivity is the key
to higher living standards in the future. If IT is to achieve its promise,
then, it must enhance productivity as well as quality and service.

Going beyond the evidence suggesting a productivity paradox, this
chapter sought to identify several mechanisms that undercut or attenuate
the potential productivity payoffs from IT in organizations. Some of
the mechanisms identified are firmly grounded in research, others are
more tentative. All would benefit from additional empirical scrutiny.

The general pattern that emerged from the discussion of mecha-
nisms is that IT creates a series of trade-offs at various levels of an
organization. The potential benefits of the technology may be channeled
into alternative directions—either doing the original work more effi-
ciently (productivity enhancing) or doing a different kind of activity or
the same activity more often. Such trade-offs were identified at differ-
ent levels, from the individual to the organizational. At the individual
level, various researchers have found that employees may channel the
technology’s potential into improvements of quality and appearance,
rather than quantity of work. Initial evidence suggests that employees
often favor the former, thereby attenuating potential productivity gains.
At the group level, IT can result in an expansion of the work to be done
or its complexity, rather than accomplishing the original amount of work
with fewer inputs. A great deal of IT resources are also invested in
managerial information systems and management by numbers, rather
than in automating direct operations. According to data from Weill
(1988) and Strassmann (1985, 1990), this trade-off seems to be associ-
ated with lower performance. Finally, at the organizational level, IT is
sometimes channeled toward strategic, competitive, or service activi-




INFORMATION TECHNOLOGY AND THE PRODUCTIVITY PARADOX + 49

ties that, while laudable in their own right, may be achieved at the
expense of potential productivity gains.

The next step is to document, through additional research, the mag-
nitude and full implications of these trade-offs and to study the articu-
lations of levels: how individual-level, group-level, and firm-level pro-
cesses intertwine and affect one another such that productivity improve-
ments at one level do not simply translate into productivity improve-
ments at higher levels. Several of the chapters that follow focus on
assessing productivity dynamics across levels of an organization.
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Individual and Organizational
Productivity: Linkages and Processes

Paul S. Goodman, F. Javier Lerch, and Tridas Mukhopadhyay

This chapter addresses the nature of linkages between individual
and organizational productivity. If changes are observed in individual
productivity, to what extent are those changes observed in organiza-
tional productivity? What is the nature of the linkages between indi-
vidual and organizational levels of productivity that facilitate or in-
hibit changes at one level being transferred to another level? How do
changes in individual productivity contribute to organizational produc-
tivity?

Our goal in this chapter is to develop a set of conceptual tools with
which to analyze the linkages between individual and organizational
productivity. We consider changes at the individual level due to some
form of intervention (e.g., new information technology) and trace those
changes to changes in organizational productivity. In doing so, we fo-
cus on specific work settings and applications designed to increase in-
dividual and organizational productivity. We begin the chapter with
some basic definitions and then turn to an analysis of factors that in-
hibit or facilitate the relationship between individual and organizational
productivity. In the course of the analysis, we develop a set of proposi-
tions about organizational linkages. We conclude with an integration
of the concepts and analytic steps developed and a discussion of re-
search opportunities.
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BASIC DEFINITIONS

Three terms are central to the discussion in this chapter: produc-
tivity, linkages, and processes. Each is defined below.

Productivity

As defined in Chapter 1, productivity is the ratio of output to input
in a production process. Total factor productivity considers all inputs
used to produce the outputs. Partial factor productivity refers to the
ratio of output to a single input (Mahoney, 1988), for example, labor
productivity. While measures of partial factor productivity are useful
in certain contexts, they provide an incomplete picture for this analy-
sis. Thus, the focus of this chapter is total factor productivity and how
changes in individual productivity can contribute to total factor pro-
ductivity.

Technology-Type Linkages

Many meanings are attached to link and linkage. In its noun and
verb forms, link refers to connecting, tying, or joining together. Im-
plicit in the definition are the existence and the joining together of two
or more objects. In this chapter, linkage is a structural phenomenon
referring to the joining together of two or more objects.

In an organizational context, linkage can be described in terms of
multiple dimensions. Linkages can vary in terms of content. There are
technological, organizational, and social linkages. For example, two or
more objects (e.g., people, organizational units) can be joined by ma-
chines or technological programs or routines. Similarly, objects can be
joined by organizational procedures or mechanisms (e.g., a communi-
cation channel) or by social norms or customs.

Linkages can also be described in terms of directionality or organi-
zational space. There are horizontal, vertical, and diagonal linkages.
The question is, how do horizontal and vertical linkages help explain
the relationship between changes in individual and organizational pro-
ductivity?

Linkages can also vary in terms of complexity, that is, the number
of links in any organizational context. The more linkages in an organi-
zation, the more complex the environment for tracing changes from in-
dividual- to organizational-level productivity. The degree of interde-
pendence in a linkage condition also varies. One can conceptualize an
organizational system in which all the objects are highly interdepen-
dent versus one in which objects are more loosely coupled.
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To make this analysis manageable, we focus on a smaller set of
linkage dimensions—specifically, technological-type linkages, the com-
plexity of linkages, and the degree of interdependence in the linkage
conditions. We selected these dimensions because they should help to
explain how changes in individual productivity can contribute to changes
in organizational productivity. In the closing section on research op-
portunities, we speculate about how our analysis of these dimensions
may apply to other linkage dimensions (e.g., social linkages).

Our use of technological linkages as a major element in this analy-
sis is consistent with the important role technology plays in defining
organizational structure (Scott, 1990) and organizational effectiveness.
Below, we illustrate the analytic value of technological linkages by ex-
amining three units of analysis: (1) organizational, (2) interrole, and
(3) intrarole.

Organizational Linkages

Thompson’s (1967) typology of (1) mediating technology with pooled
interdependence, (2) long-linked technology with sequential interdepen-
dence, and (3) intensive technology with reciprocal interdependence
provides a way of thinking about linkages at the organizational level.
In mediating technology with pooled interdependence, units (e.g., in a
department store) are not linked. Increasing productivity in one unit
is independent of productivity in another. Thus, productivity increases
in one unit should be observed at the organizational level since the units
are relatively uncoupled. In long-linked technology with sequential in-
terdependence, such as in an automobile assembly plant, increasing
productivity in one unit has consequences for other units. For example,
if the productivity of the body shop in an automobile assembly plant
increases, an increase in the productivity of the plant may not occur
unless all the sequential operations increase their productivity. In in-
tensive technology with reciprocal interdependence, such as in a bank,
increases in productivity in one unit generate reciprocal changes in other
units. The net effect of these reciprocal changes may or may not lead to
increases in overall bank productivity.

Thompson’s typology can be extended to include a relatively pure
case of “uncoupled” (Weick, 1982) or “additive” (Steiner, 1972) organi-
zations. In such organizations, there is no interdependence among or-
ganizational members. We pose this option because Thompson’s typol-
ogy is about different forms of interdependence. For example, in medi-
ating technology, there is some interdependence. We propose a con-
tinuum from no interdependence to complicated forms of interdepen-
dence as illustrated by reciprocal interdependence.
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This organizational classification of technological linkages has im-
plications for understanding how changes in individual productivity
appear at the organizational level. Our first proposition, then, is as
follows:

* Forms of interdependence moderate the extent to which changes
in individual productivity affect organizational productivity. The
connections between changes in individual and organizational pro-
ductivity are stronger in organizations with uncoupled systems or
pooled forms of interdependence.

Interrole Linkages

Both interrole and intrarole linkages have been well documented
in the role literature (e.g., Kahn et al., 1964). Interrole linkages refer
to connections among roles. The connections could be between roles
within a group, between groups, between organizational units, or be-
tween people and machines. These linkages help one trace why changes
at the individual level do or do not appear at the organizational level.
They focus on linkages within a firm, whereas organizational linkages,
discussed above, identify differences in the types of linkages that char-
acterize firms. Given any organizational-type linkage, such as pooled
interdependence, there should be many ways in which interrole link-
ages can be formed.

Intrarole Linkages

Intrarole linkages are within any role and its subtasks. It is pos-
sible that productivity increases in some subtasks may not affect (be
linked with) the performance of other subtasks within that role. At-
tempts to improve individual productivity often focus on certain subtasks.
Thus, it is important to understand how subtasks within a role are linked.
We elaborate and present propositions on inter- and intrarole linkages
later in this chapter.

Complexity and Degree of Interdependence

Complexity refers to the number of linkages. As the number of
linkages increases, the connection between individual changes in pro-
ductivity and organizational changes becomes more difficult to trace.
For example, consider a case of sequential interdependence between A
and B; B’s productivity is a function of A’s input plus other factors in
B’s production operation. As the number of operations (or links) be-
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tween A and B increases, the number of factors that can change the
nature of A’s contribution also increases. As the number of links in-
creases, there are more coordination activities and associated costs; more
problems—organizational, technological, social—to be solved; and more
random events. Therefore, our second proposition is as follows:

* The connection between changes in individual and organizational
productivity is stronger when the number of linkages is small. Given
a particular form of interdependence (Proposition 1), the smaller
the number of linkages, the stronger the connection between indi-
vidual and organizational productivity.

The last linkage dimension in our set is the level of interdepen-
dence. High interdependence implies that changes in object A lead di-
rectly to changes in object B. We introduce the concept of level of inter-
dependence because within any type of interdependence (e.g., sequen-
tial) there may be different levels of interdependence. The level of in-
terdependence, as is the case with complexity, may help one better un-
derstand the connections between changes in individual and organiza-
tional productivity. In our analysis below of interrole and intrarole
linkages, we expand on the concept of interdependence.

Processes

Understanding the linkages between individual and organizational
productivity requires an examination of process, as well as structure.
The discussion on linkages provides a way to characterize structure.
Given different structural arrangements (e.g., pooled versus recipro-
cal), it is important to understand how processes facilitate changes in
individual and organizational productivity. Because we elaborate the
role of processes later in this chapter, we simply list the five processes
here: (1) coordination, (2) problem solving, (3) focus of attention, (4)
organizational evolution, and (5) motivation.

ANALYSIS

As discussed in Chapter 2, two logical conditions may explain why
interventions at the individual level do not contribute to organizational
changes. First, interventions may be introduced at the individual level,
but no change, a marginal change, or only a temporary change in pro-
ductivity results. This condition may be explained by the failure to
implement the new technological or organizational change successfully.
Another reason may be that the intervention was targeted to other or-
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ganizational goals, such as improvements in employee or customer sat-
isfaction, or to nonorganizational goals, such as increased personal power
and prestige. In either case, one would not expect to see changes in
individual and organizational productivity. The other logical condition
concerns methodologic issues. Productivity changes may occur at the
individual level but not be discernible at other levels because of prob-
lems in measurement at different levels of analysis or difficulties in
identifying the lag structure in the changes.

Because the two logical conditions are discussed in Chapter 2 and
elsewhere in this report, we simply acknowledge them here as alterna-
tive explanations for the relationship between individual and organi-
zational productivity. We turn now to our analysis of factors that in-
hibit or facilitate a relationship between individual productivity and
organizational productivity.

Inhibitors

Intrarole Linkages and Negative Consequences

Earlier, we introduced the concept of intrarole linkages. Basically,
a role is a bundle of linked subtasks. Interventions to improve indi-
vidual productivity can have differential impacts on the subtasks. If
an intervention increases individual productivity in some subtasks, it
might have a positive impact, no impact, or a negative impact on other
subtasks. From this concept of intrarole linkages, our third proposi-
tion is as follows:

* If an intervention increases individual productivity® in a given
subtask but has a negative impact on productivity in other subtasks,
the probability is low that the changes will contribute to changes in
organizational productivity.

A study by Kraut et al. (1989) can be used to illustrate this proposi-
tion. The study examined the impact of a new computerized record
system on the work lives and productivity of customer service repre-
sentatives. The job of the customer service representatives fits the de-
scription of a task, or role, composed of a bundle of linked subtasks.
The subtasks of these representatives involved providing information
over the telephone to customers, making collection calls, handling emer-

Increases in productivity can be achieved by increasing output for the same
input or reducing input for the same output. In some of the propositions, the
emphasis is on increasing output for the same input.
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gencies with customer service, setting up credit card applications, and
so on. While the new technology increased the productivity of routine
tasks (e.g., handling incoming calls about current bills), it made less
routine tasks (e.g., handling old bills or bills with missing information)
significantly more difficult to perform. Information for these less rou-
tine tasks was less accessible under the new system. Although the study
does not provide a way to balance the effect of productivity changes in
these two types of subtasks or to trace any effects to the organizational
level, it shows how interventions might increase productivity in one
subtask, but decrease it in other subtasks. The consequence is that net
organizational productivity changes are unlikely to occur.

Intrarole Linkages and Slack

The concept of slack is important in understanding the relation-
ship between individual and organizational productivity. In this chap-
ter, slack is an excess or unused resource (Scott, 1990). Technology
interventions increase the amount of output for a given unit of labor
input and thereby create excess time. The key question is, does the
excess time remain as slack, or is it reallocated as an input to some
other productive activity? Our fourth proposition is as follows:

¢ If an intervention increases individual productivity in a subtask
but that leads to increases in the level of slack? in the role or broader
production systems, the probability that the changes will contrib-
ute to changes in organizational productivity is low.

The slack concept can be illustrated in the context of the U.S. Postal
Service. The production system for the Postal Service is a series of
connected units organized to sort mail. Within any unit, sorting is per-
formed by automated, mechanized, or manual means. The automation
section has two classes of machines. One class reads addresses, sprays
on a bar code, and sorts letters. The other class of machines reads bar
codes and sorts the mail. Small crews staff each machine. Supervisors
manage multiple machines, and a general supervisor manages the en-
tire work area. A simple measure of productivity is the total number of
pieces processed by time or by number of workers.

Supervisors in this production system have multiple subtasks to

2Slack can have positive and negative functions in an organization. In this
case, as slack is increased, fewer opportunities exist for the productivity in-
creases to be transferred to other parts of the organization.
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perform. They assign people to jobs, do personnel paperwork, coordi-
nate activities with other supervisors, change software programs on
the automated equipment, and collect information about mail flows.
The slack argument states that increases in the productivity of one
subtask may increase the amount of slack within a given role and that
increases in slack will not necessarily lead to increases in organiza-
tional productivity. If, for example, new information technology reduces
the time it takes the supervisor to assign people or do paperwork and
the new resource—supervisor time—remains as slack, there should be
no increase in organizational productivity.

Intrarole Linkages and Core and Peripheral Activities

The distinction between core and peripheral activities occurs in a
number of places in the organizational literature (e.g., Scott, 1990). Core
activities represent the technological and managerial activities involved
in transforming inputs into outputs critical to the organization’s sur-
vival. Peripheral activities are indirectly related to the process of trans-
forming inputs into outputs. This distinction between core and periph-
eral activities is somewhat arbitrary, however. Activities that may have
been considered peripheral in a more traditional setting might be con-
sidered core in a new technological environment (Susman, 1990).

To clarify the distinction, we define core activities as those that, if
ceased, would stop the other production activities of the organization
in the short run. Consider an automotive assembly plant that typically
has three major production activities—a body shop, a paint shop, and
assembly areas. If one of these operations stops, the whole plant stops.
If this was an advanced computer-integrated manufacturing (CIM) auto
plant with “just-in-time” (MacDuffie and Krafcik, 1990) features, other
activities such as logistics and material handling would be part of the
core activities. Cessation of the logistic activities would shut down the
plant. On the other hand, there are other activities in the plant, such
as medical services, training, or public relations, that are important for
the long-run survival of the plant (Parsons, 1951) but are peripheral
activities. The cessation of such activities would not stop the core ac-
tivities of the plant.

One can think about subtasks within a role in terms of the core and
peripheral distinction. Core tasks can directly affect other production
activities. Peripheral activities in a role may only indirectly affect pro-
duction activities. Thus, our fifth proposition is as follows:

¢ If an intervention increases individual productivity in periph-
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eral activities, the probability that the changes will contribute to
organizational productivity is low.

Consider the role of the postal supervisor of the bar-code sorting
areas. One major subtask in this role is the selection of sorting pro-
grams, which has a major impact on total productivity. This supervi-
sor also has to complete a variety of forms for recordkeeping purposes,
a peripheral task. Following the core-peripheral argument, if a tech-
nology is introduced to increase the productivity of completing forms, it
would not have a direct influence on the number of pieces of mail pro-
cessed. If, however, the technology helped to select sorting programs
more effectively, the consequence would be a direct increase in the pro-
ductivity of the bar-code sorting areas.

Interrole Linkages and Negative Consequences

Interrole linkages refer to connections among roles, whereas the
discussion above focused on subtasks within a role. Changes in one
role may have positive effects, no effect, or negative effects on other
roles with which there is some degree of linkage or interdependence.
With interrole linkages, the impacts can be through vertical, horizon-
tal, or diagonal relationships. Our sixth proposition is as follows:

¢ Ifanintervention increases productivity in a given role but nega-
tively affects productivity in other roles, the probability that the
intervention will contribute to positive changes in organizational
productivity is low.

The Kraut et al. (1989) study of the impact of the introduction of a
computerized record system on the work of customer service represen-
tatives also illustrates this proposition. The introduction of the com-
puter-based system had positive consequences for routine tasks, but it
had three negative consequences for the representatives’ supervisors.
First, supervisors previously evaluated the representatives’ work by
auditing completed transactions. With the new system, those transac-
tions increased by a factor of 10. Second, the increased number of trans-
actions to review increased the role stress of the supervisors. Third,
the intervention shifted the focus of task knowledge away from the su-
pervisors. They were “no longer experts in the operational detail of
work” (p. 230). This shift in task knowledge increased the difficulty of
problem solving and coordination for the supervisors.

The example above illustrates negative vertical impacts. Similar
scenarios could easily be envisaged for environments in which interde-
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pendence is more sequential, or horizontal. Increases in productivity
in work group A increase the stress in the next work group B, which in
turn reduces the productivity of group B.

Interrole Linkages, Constraints, and Slack

In interdependent roles, changes in one role can be mitigated by
constraints in another. For example, if the productivity in one role or
operation increases, a downstream operation may not have the capac-
ity to absorb the new rate of inputs from the prior operation. In this
case, the capacity constraint® at the downstream operation would basi-
cally create slack and preclude any changes at the organization level.
Our seventh proposition follows:

¢ If an intervention increases productivity in a role or operation,
constraints in subsequent interdependent activities may create slack
and preclude increases in productivity at the organizational level.

Consider the case of the Postal Service. The automation section is
dependent on a material-handling system, which in turn is connected
to a delivery system. Sorted mail goes to a dock; from there it is trans-
ferred to other post offices, then to a mail carrier, and then finally to
the mail destination. Constraints along this flow can reduce the im-
pact of any productivity increases. For example, if the automation sec-
tion increases productivity by processing mail in less time but the mail-
handling or delivery system cannot handle the increased mail process-
ing rate, the increases in the automation section will create excess in-
ventory and slack and should not increase productivity at the facility
level. This example illustrates a capacity constraint.

There are many other types of constraints. Consider, for example,
the impact of major improvements in optical character reading that
made it possible to process more handwritten mail by automation. (Ex-
isting automation can read only typed documents.) This would shift
more of the incoming mail from the nonautomated to automated sec-
tions, which inherently can process more pieces per unit of time. One
conclusion from this shift might be that organizational productivity would
increase, but this is not necessarily so. If a union-management agree-
ment mandated that the automated and nonautomated sections have
the same number of workers, the constraints of the labor agreement

3There are many types of constraints other than production capacity constraints.
For example, limitations in a communication system could limit productivity
increases in one area from being processed in another area.
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would mitigate any gain in organizational productivity. The shift of
mail processing to the automated sections would only create slack in
the nonautomated sections.

In these examples, the constraints are embedded in the organiza-
tions. External events, random or nonrandom, could also influence how
changes at one level of an organization affect another level. For ex-
ample, severe weather conditions can affect the processing of mail. In
some areas, smog alerts can limit the use of trucks and, hence, the de-
livery process. Such events are temporary shocks that can create con-
straints and, in turn, mitigate the effects of any increases in individual
productivity on organizational productivity.

Interrole Linkages and Core and Peripheral Activities

Our fifth proposition, presented in the discussion of intrarole link-
ages, states that if an intervention increases individual productivity in
peripheral activities, the probability that the changes will contribute
to organizational productivity is low.

The core-peripheral distinction is also relevant for interrole link-
ages. An organization is composed of core and peripheral activities
embedded in roles with various linkage arrangements. The decision to
target individual productivity changes in core or peripheral activities
has consequences for changes in organizational productivity.

In the Postal Service example, there are three core production sort-
ing operations—automated, mechanized, and manual. In addition, a
large number of support, or peripheral, activities (e.g., training, com-
munity relations) are necessary for the long-run survival of the system.
Consider an intervention that increases productivity in any of these
peripheral activities. For example, improving the productivity of the
community relations staff (intensity of community contact) may not con-
tribute to the productivity of the mail processors. Increases in the pro-
ductivity of the training department staff may not have an impact on
organization-level productivity.

Increases in any of the core production activities, on the other hand,
should have a direct impact on organizational productivity. Consider
the bar-code sorting operation, which is the last production area in the
automation section. There is only one link (material handling) between
this production area and contributions to organizational productivity.
Increases in the productivity of the bar-code sorting operation, then,
directly contribute to increases in productivity if the material-handling
function has the capacity to move the increased rate of mail processing.
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Facilitators

A set of five organizational processes can facilitate changes in indi-
vidual productivity having an impact on changes in organizational pro-
ductivity. The basic hypothesis is that the removal of inhibitors and
the activation of these processes strengthen the relationship between
individual and organizational productivity.

The inhibitors and facilitators are equivalent in their critical im-
portance. The two concepts are both conceptually independent and in-
terrelated. Inhibitors mitigate or block changes at the individual level
from affecting other levels. Facilitators (1) remove inhibitors, (2) cre-
ate the conditions under which individual productivity will have a posi-
tive impact on organizational productivity, or (3) accelerate the effect
of individual productivity on organizational productivity.

Inhibitors can be identified by focusing on the individual level and
asking what factors at that level prevent productivity increases from
increasing productivity at other levels? Facilitators, on the other hand,
are derived by focusing on the organizational level and working to the
individual level. What are the critical drivers of organizational pro-
ductivity and how might they contribute to the connection between in-
dividual and organizational productivity?

Five Facilitative Processes

In this section we briefly define the five critical facilitative processes.
We then present two examples that help to anchor these abstract pro-
cesses to concrete organizational environments. The examples focus
on characteristics of high-productivity organizations. They demonstrate
how the linkages between individual and organizational productivity
can be identified by “working backward” from the organizational to the
individual level. The five processes are defined below:

1. Coordination refers to a signaling system for interdependent
conditional activities (March and Simon, 1958). Coordination can be
characterized in terms of type (e.g., by plan or by feedback), scope (the
activity to be coordinated), and temporal requirements.

2. Problem solving encompasses monitoring changes in organiza-
tional performance, diagnosing causes, and initiating corrective actions
to return the organization to some state of equilibrium.

3. Focus of attention refers to processes that make certain outcomes
(e.g., productivity) and instrumental paths to those outcomes more sa-
lient.

4. Organizational evolution refers to a process whereby basic strue-




66 + PAUL S. GOODMAN ET AL.

tural changes are introduced as part of a continuous cycle of change
and adaptation. In the context of a control chart, the problem-solving
process (item 2) identifies performance drifts outside the control chart
and returns the organization to a steady state. Organizational evolu-
tion, on the other hand, redesigns the basic parameters and processes
inherent in the control chart and moves the organization to a new equi-
librium.

5. Motivation refers to processes that generate energy and the di-
rection of energy in any system.

Combinations of the five processes appear in theoretical and em-
pirical papers as important predictors of organizational productivity
(e.g., Goodman et al., 1988; Hackman, 1987; Lawler, 1982). They are
also important in understanding the linkage between individual and
organizational productivity. Our eighth proposition is as follows:

* Individual productivity contributes to organizational productiv-
ity when (1) the five processes of coordination, problem solving,
focus of attention, organizational evolution, and motivation are op-
erative and (2) the processes are congruent and reinforcing.

Example 1: Lean Versus Mass Production Systems

Table 3-1 compares the characteristics of lean production and mass
production systems. Both systems involve long-linked technology and
complex sets of linkages (MacDuffie and Krafcik, 1990). However, the
lean production system differs substantially from the mass production
system in terms of levels of interdependence. The absence of buffer
areas, for example, means that downtime in any point of the system
will shut down the total system. The lean production system also dif-
fers from the mass production system in its use of multifunctional ver-
sus specialized technology, short versus long production runs, lack of
repair areas versus designated repair areas, and so on.

The linkage structure in the lean system requires different process
configurations than the mass system does in order to enhance individual
and organizational productivity. First, because the lean system is a
very tightly coupled and fragile system, it requires a special form of
coordination. The coordination is by both plan and feedback. To run
this system, an elaborate a priori specification of activities, timing, and
obligations is needed. At the same time, the ability to respond quickly
to environmental change is needed. For example, in an automobile plant
we studied, seats for the cars are scheduled to arrive an hour before
they are to be used and in the order in which they are to be used. Meet-
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TABLE 3-1 Characteristics of Lean and Mass Production Systems

Lean Production Systems Mass Production Systems

General purpose, multifunctional Highly specialized equipment

automated technology and jobs

Complex, multivendor equipment Less-complex technology

Short production runs, different products Long production runs

Highly interdependent system Moderate interdependence

No buffers Buffers

Downtime immediately stops system Downtime effects moderated by
buffers

No repair areas Repair areas

ing this critical path requires elaborate programs specifying obligations,
activities, and timing between the vendor and the plant. In addition,
real-time information systems are needed to depict the plant’s sched-
ule to the vendor so the vendor can immediately react to changes (coor-
dination by feedback) in the plant’s schedule.

Second, the coordination must be systemwide. The lean produc-
tion system is totally integrated so the coordination process must cover
all factors of production, both internal and external to the system. Co-
ordination for the lean production system also has to be tightly coupled
temporally; there is no room for slack in this system. Changes in inter-
dependent subsystems must be signaled immediately.

Third, since demands for coordination are high in lean production
systems, there are constant pressures to simplify organizational activi-
ties in order to lower the costs of coordination.

Fourth, the lean production system’s use of short production runs
also affects coordination requirements. Special coordination switching
programs are needed to permit quick and flexible reconfiguration of
factors of production to create new products.

Fifth, the fact that downtime in any subsystem of the lean produc-
tion system shuts down the total system further affects process require-
ments. When downtime occurs, specific processes are needed, such as
a fast and effective problem-solving process. Effective problem solving
in this context is affected by the nature of the technology. In the lean
production environment the technology is typically complex and com-
puter based, any one piece of equipment is the product of multiple ven-
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dors, and so on. Thus, effective diagnosis and problem solving require
multiple types of knowledge and skill.

The lean production system example demonstrates that specific pro-
cess characteristics are required by different linkage arrangements.
Coordination is important in any organization, but the coordination
process in a lean system differs from that in a mass production system.
In the latter, buffers reduce the need for real-time-based coordination
or systemwide coordination. Long production runs reduce the need for
coordination switching programs. All organizations similarly require
problem-solving processes, but the lean production system requires much
faster problem-solving processes than does a mass production system.

Facilitative processes do not exist in the abstract; rather, they are
embedded in organizational mechanisms and policies. In their analy-
sis of highly productive lean production systems, MacDuffie and Krafcik
(1990) noted that such systems have fewer job classifications and more
multiskilled workers because both help to simplify coordination in a
system demanding a high level of coordination. In a single job skill
environment, for example, production activities and maintenance ac-
tivities are separate and require coordination. In a multiple job skill
environment, an individual can perform production and maintenance
activities, which reduces coordination costs. Thus, as demands for co-
ordination increase, one response is to simplify the number of objects
requiring coordination. More-productive lean production systems adopt
such coordination mechanisms, whereas less-productive lean produc-
tion systems do not.

MacDuffie and Krafcik (1990) also noted that highly productive lean
systems provide intensive training in problem solving and have one or
more designated problem-solving teams. How do these mechanisms
translate into processes? If one combines intensive training, problem-
solving teams, and multiskilled work forces, the result is a problem-
solving process that is capable of responding quickly and tackling com-
plex problems—a requirement of the lean production system. In other
words, the problem-solving process reduces the inhibitors discussed above.

All lean production systems are not highly productive, however.
Other critical mechanisms are not as directly driven by the nature of
the linkage system. For example, highly productive lean production
systems tend to provide employment security and reduced status bar-
riers. Employment security can directly affect motivation and commit-
ment to the organization. Reduced status barriers can also affect moti-
vation and indirectly enhance coordination. In addition, contingent re-
ward systems at the individual, group, and organizational levels focus
attention on the links between individual and organizational perfor-
mance and also affect motivation. These mechanisms induce greater
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levels of motivation and focus of attention, which should facilitate changes
at the individual level having a positive impact on organizational pro-
ductivity.

In the MacDuffie and Krafcik (1990) analysis, problem-solving teams
are used for proactive as well as reactive change. In the proactive con-
text, the teams create new structural alternatives aimed at helping the
organization to evolve and become more productive over time. For ex-
ample, the proactive teams might find new ways to improve equipment
or production processes. Such actions would tend to accelerate the trans-
fer of productivity increases at the individual or group level to the orga-
nizational level.

We conclude this example by noting that (1) the linkage context in
the lean production system requires specific processes of coordination
and problem solving; (2) those processes are created by different combi-
nations of organizational structures or mechanisms (e.g., fewer job clas-
sifications, a contingent reward system); and (3) other processes, such
as motivation, focus of attention, and organizational evolution, are less
dependent on the linkage context but contribute to organizational per-
formance. High-productivity lean production exhibits coordination and
problem-solving activities that fit the linkage conditions, places a focus
of attention on productivity improvement, possesses qualities of high
motivation and commitment, and implements evolutionary processes
to create structural improvements over time.

Example 2: Gain Sharing

In this section we use gain-sharing programs to illustrate how or-
ganizational interventions can affect individual and organizational pro-
ductivity. Gain-sharing plans are designed at the organizational unit
(e.g., a plant) and provide employees additional compensation based on
unit-level improvements in costs or productivity. We focus on one type
of gain-sharing program—the Scanlon plan. We selected the Scanlon
plan because one of the panel members (Goodman and Moore, 1976;
Graham-Moore, 1983) studied an installation that has used the plan
successfully for over 17 years and because more empirical data are avail-
able on the effects of Scanlon plans than on other types of gain-sharing
plans (Graham-Moore, 1983; Schuster, 1984). Our interest is not in
whether Scanlon plans are successful. Rather, we use one example of a
successful installation to illustrate how the five facilitative processes
may contribute to the connection between individual and organizational
productivity.

In this analysis, we argue that the structure of the Scanlon plan
generates processes that facilitate changes between individual and or-
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ganizational productivity. In particular, we highlight three processes—
focus of attention, organizational evolution, and motivation. These pro-
cesses are important drivers of the relationship between individual and
organizational productivity, independent of the specific linkage condi-
tion.

Most Scanlon plans have three structural elements—a philosophy,
a committee structure, and a bonus system. The Scanlon plan philoso-
phy articulates the advantages of labor-management cooperation. It
advocates tapping the knowledge base of labor and management—joint
problem solving through shared information leads to productivity im-
provements. The committee structure exists to generate and evaluate
productivity-related suggestions and to coordinate intra- and interde-
partmental activities. The bonus system rewards all participants for
improvements in productivity.

What are some of the facilitative processes generated by the Scanlon
plan, and how do they help one understand the relationship between
individual and organizational productivity? Asnoted, the specific Scanlon
installation studied has been successful for more than 17 years
(Graham-Moore, 1983). The first major process, the focus of attention,
is critical. The committee structure focuses employees’ attention on
productivity improvement. Committee members solicit ideas from all
employees on how to improve productivity. They help employees for-
mulate proposals and then follow up on the status of each proposal.
The bonus system is also designed to focus attention on productivity
improvements. Employees can make suggestions for improving all
aspects of work, but only changes that lead to improvements in organi-
zational productivity are rewarded. Thus, whether changes are intro-
duced at the individual, group, or organizational level, they must con-
tribute to organizational productivity for the bonus system to pay off.
The key idea is that there are many organizational outcomes (e.g., pro-
ductivity, satisfaction) and many ways to influence those outcomes. The
focus-of-attention process selects one outcome (in this case, productiv-
ity) and makes clear that all activities, whether individual, group, or
organizational, must contribute to that outcome. Focus of attention,
then, is one process that should facilitate the connection between indi-
vidual and organizational productivity.

The second major process of interest is organizational evolution.
This refers to a continuous improvement process whereby the organi-
zation evolves over time. As noted above, there is an elaborate commit-
tee system to generate productivity-related ideas. An analysis of ini-
tial productivity suggestions in a Scanlon installation usually reveals a
reactive orientation to solving problems. That is, employees generate
ways to solve problems with the existing system. This is similar to the




O

INDIVIDUAL AND ORGANIZATIONAL PRODUCTIVITY * 71

use of problem solving in the lean production system example. How-
ever, over time, the problem-solving orientation becomes more proactive
in nature. Employees try to find new ways to reconfigure the basic
factors of productivity (e.g., technology, organizational arrangements)
in order to control and improve the organization’s production process.
For example, one suggestion by a team in the Scanlon installation led
to a change in a labeling process that saved the company a million dol-
lars a year.

The committee system is the mechanism for soliciting, selecting,
and implementing suggestions. The key aspects of the organizational
evolution process are that it is continuous and it occurs at all levels of
analysis—individual, group, and organizational. The assumption is that
changes in individual and organizational productivity come about when
there are continuous efforts to improve productivity at these levels of
analysis. The function of organizational evolution is to accelerate the
effect of increases in individual productivity on organizational produc-
tivity. One-shot interventions are unlikely to have much effect; mecha-
nisms that generate continuous productivity improvement processes
are more likely to sustain organizational productivity.

The Scanlon plan also evokes motivational processes. The most
obvious source is the bonus system, which rewards productivity im-
provements. This type of contingent reward system increases motiva-
tion at the individual, group, and organizational levels. However, the
committee system provides forms of employee involvement that are also
motivators. Evaluation studies of successful Scanlon plans (Schuster,
1984) report positive employee involvement, greater communication
opportunities, and organizational identification. The key idea is that
the Scanlon plan increases the motivation for productivity improvement.

In this example, we have emphasized the processes of focus of at-
tention, organizational evolution, and motivation because these pro-
cesses are necessary for continuous changes in productivity at the indi-
vidual, group, and organizational levels. Changes in individual pro-
ductivity should contribute to organizational productivity when the three
processes are operating together in a complementary fashion (i.e., when
the processes are congruent and self-reinforcing). The motivational sys-
tem in the Scanlon plan energizes the organization and focuses atten-
tion on organizational productivity. The focus-of-attention mechanisms
also keep the focus on organizational productivity and direct organiza-
tional evolution along the lines of organizational productivity improve-
ment.

The Scanlon plan also stimulates the two other processes that en-
able changes in individual productivity to contribute to organizational
productivity—coordination and problem solving. The philosophy of the
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plan typically represents a set of shared beliefs among organizational
participants. The more the philosophy is shared, the more it serves as
a coordination mechanism. The committee structure, as noted, also
serves as a coordination mechanism. Problem-solving activities also
take place within the committee structure.

Implications of Examples

What can be learned from these two examples? First, the processes
were key in creating high-productivity systems. Second, in the lean
versus mass production example, the configurations of the coordina-
tion and problem-solving processes necessary for high productivity are
unique to the linkage context; in the Scanlon plan example, the coordi-
nation and problem-solving processes are more generic. Third, the pro-
cesses serve at least three functions: (1) removing inhibitors (problem
solving); (2) creating an environment in which individual productivity
can increase organizational productivity (good coordination, high moti-
vation, focus on productivity); and (3) accelerating the connection be-
tween individual and organizational productivity (organizational evo-
lution). Finally, in both examples, it was the operation of all the pro-
cesses in a congruent and reinforcing manner that led to high produc-
tivity.

AN INTEGRATION

The central question initiating this chapter was, how do changes in
individual productivity contribute to organizational productivity? We
have analyzed the organizational conditions that enable individual
changes in productivity to contribute to organizational productivity.

There is no model, in the formal sense, that identifies those organi-
zational conditions that predict the covariation of individual and orga-
nizational productivity. Rather, there is a set of concepts and analytic
steps one can use in (1) diagnosing why individual productivity changes
do or do not contribute to organizational productivity changes and (2)
structuring an organization so that increases in individual productiv-
ity will contribute to organizational productivity. These concepts and
analytic steps are also tools for explaining and predicting the relation-
ship between individual and organizational productivity.

In this section we integrate the major concepts and analytic steps
for creating organizational conditions that enable changes in individual
productivity to contribute to organizational productivity.
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Antecedent Factors

The most obvious step is to begin with differences in organizational-
level technological linkages. At the beginning of this chapter, we intro-
duced a typology of organizational technology and forms of interdepen-
dence, which ranged from uncoupled systems to systems with recipro-
cal interdependence. The basic point is that differences inherent in
organizational types provide insight into the covariation between indi-
vidual and organizational productivity. In organizations with medi-
ated technology, pooled interdependence, and similar output among dif-
ferent levels (e.g., individual, group), one would expect closer relation-
ships between changes in individual and organizational productivity
than in organizations with long-linked technology, sequential interde-
pendence, and different output produced by different units.

The inherent complexity of the linkages and the degree of interde-
pendence within organizations are other antecedent factors. When ana-
lyzing organizational linkages, describing their complexity and inter-
dependencies would be a useful way to begin to identify inhibitors. For
example, as linkage complexity increases, so does the probability of the
existence of inhibitors to the relationship between individual and orga-
nizational productivity.

Removal of Inhibitors

In an earlier section, we identified a set of inhibitors, including the
following:

* negative consequences for some objects that are linked to op-
erations or other objects that have achieved increases in productivity;

¢ slack—the inability to use excess resources to reduce inputs or
increase other outputs;

e constraints—the inability to absorb increases in productivity
from a prior linked operation; and

¢ focusing productivity improvements on peripheral, rather than
core, tasks.

Each of the inhibitors was discussed above, and the consequences
of their removal should be evident. The key point here is that the re-
moval of these inhibitors creates the conditions necessary for a positive
connection between changes in individual and organizational produc-
tivity.
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Creating Effective Processes

Given a particular linkage system, removing the inhibitors and cre-
ating effective processes are key to the connection between individual
and organizational productivity. The processes are important because
they can remove inhibitors, create the conditions necessary for indi-
vidual productivity to have an effect on organizational productivity, or
accelerate the effect of individual productivity on organizational pro-
ductivity.

We view the processes (and the identification of inhibitors) as con-
ceptual tools with which to analyze the connection between individual
and organizational productivity. The research problem addressed in
this report is not one for which there is well-defined theory or a cumu-
lative body of empirical findings. Also, developing a model that would
cut across different organizational contexts seems an unmanageable
task. There are too many organizational types and combinations within
types to permit the development, at least now, of some generalizable
theory. The development of contingency-based theories in this compli-
cated context also seems unmanageable. Therefore, our goal in this
chapter has been to identify a set of processes; apply those processes to
specific settings so as to gain a better understanding of why individual
productivity does or does not contribute to organizational productivity;
and from those studies, begin to generate a body of empirical findings.
This, in turn, will lead to more theory development.

What are the critical processes? How can they strengthen the rela-
tionship between individual and organizational productivity?

Effective Coordination

Coordination is a critical process, but the varying technological link-
age conditions in organizations demand different levels and types of
coordination. In lean production systems, for example, there are high
demands for coordination. Such systems place a major premium on
systemwide coordination (versus local coordination) and very close tem-
poral coordination. Failure to create these conditions means that any
changes in individual productivity will not contribute to organizational
productivity. Effective coordination along these dimensions will en-
hance organizational productivity.

We have also argued that the processes are created by organiza-
tional structures and mechanisms. Thus, as demands for coordination
increase, multiple, congruent structures and mechanisms for generat-
ing the required coordination should emerge. In lean production sys-
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tems, these multiple structures/mechanisms include multiskilled workers,
fewer job classifications, and a contingent reward system.

Effective Problem Solving

The linkage condition in an organization also influences the prob-
lem-solving process used to identify inhibitors of organizational perfor-
mance and initiate corrective action. The linkage condition and the
technological environment in lean production systems require very fast
response time. In addition, the problems in such systems (versus mass
production systems) may be more complex, and the identification of cause
and effect relationships may be more difficult because of the tight cou-
pling of components in lean production systems. The challenge, then,
in this condition, is to develop a problem-solving process that matches
these linkage conditions (i.e., a problem-solving process with fast re-
sponse time and access to sophisticated knowledge and skills).

An effective problem-solving process creates an environment in which
changes in individual productivity should more easily be reflected in
organizational productivity. On the other hand, in an organizational
system in which performance is allowed to drift outside established pa-
rameters and corrective action is slow or ineffective, there will be many
conditions that inhibit a positive relationship between individual and
organizational productivity.

Focus of Attention on Productivity

Organizations are complex systems with multiple outcomes. Given
the turbulence in organizational environments, many conflicting forces
affect what outcomes are salient. If the interest is in increasing indi-
vidual and organizational productivity, the focus of attention must be
kept on productivity and the paths to increased organizational produc-
tivity. The Scanlon plan’s bonus and committee systems are good ex-
amples of ways to focus attention on productivity improvements. If the
process of focusing attention on productivity causes all organizational
participants to work on paths related to organizational productivity,
the relationship between individual and organizational productivity will
be stronger.

Organizational Evolution

The process of organizational evolution can accelerate the effect of
individual productivity on organizational productivity by performing
two functions. First, it can focus on learning and change over time.
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Some of our examples of individual and organizational productivity have
been static in nature. Given a specific change in individual productiv-
ity, for example, we have explored the conditions under which the change
will contribute to organizational productivity. This point of view fo-
cuses on a single change rather than continuous changes over time.
We conceive of the process of organizational evolution as creating con-
tinuous cycles of change whereby individual change contributes to or-
ganizational productivity, which in turn creates more individual pro-
ductivity changes.

The second function of organizational evolution is that it focuses on
structural change. That is, it attempts to change the factors of produc-
tion, the linkages, the organizational parameters, and other basic ele-
ments of the organization as a means of creating greater opportunity
for productivity increases at the individual and organizational levels.
Our assumption is that the long-term relationship between increases
in individual and organizational productivity is dependent on the evo-
lution of the basic structural elements of the technology and the orga-
nization.

Motivation

Motivation is a necessary condition for productivity increases in
any organization. In the context of organizational linkages, motivation
can be thought of as serving two functions. First, the motivational pro-
cess should be synergistic with the other facilitative processes. Coordi-
nation, problem solving, focus of attention, and organizational evolu-
tion are the critical processes for enhancing the connection between
individual and organizational productivity. Thus, a motivational sys-
tem must be designed to reinforce those processes. To have a fast-re-
sponse, problem-solving process with access to complex skills, a moti-
vational system is required that will evoke these skills in a timely manner.
In order to focus attention on productivity improvements, the motiva-
tional system should also reward such improvements.

Second, the motivational system must also reinforce congruent be-
haviors across individuals, groups, and the organization as a whole. To
increase organizational productivity, then, a reward system is needed
that motivates individual and group behaviors that are consistent with
organizational productivity.

RESEARCH OPPORTUNITIES

Understanding more about the linkages between individual and
organizational productivity has profound theoretical and policy impli-
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cations. The concepts introduced in this chapter point to a number of
exciting research opportunities.

The set of concepts we have proposed about different types of link-
ages (e.g., organizational, interrole) and mechanisms (e.g., negative con-
sequences, slack) can be used to examine why increases in individual
productivity do not contribute to increases in organizational productiv-
ity. In our analysis we treated the concepts one at a time, but their
interactions have yet to be explained.

Research is needed to examine how different linkage situations gen-
erate inhibitors. What types of interventions or productivity changes
will more likely evoke slack or negative consequences under different
linkage situations? Would slack more likely be generated under forms
of serial or reciprocal interdependence? Given the generation of slack,
would it have different consequences for the relationship between indi-
vidual and organizational productivity under different linkage condi-
tions? The answers to these questions are not yet known. Nor is much
known about how linkage conditions moderate the effects of different
inhibitors on the individual-organizational productivity relationship.

To simplify our analysis, we focused primarily on formal techno-
logical linkages. However, the analysis should be extended to other
areas, such as social linkages. Social linkages refer to informal arrange-
ments among roles, groups, or organizational units. Consider two or-
ganizations whose production processes are characterized by serial in-
terdependence. In one organization a set of norms have developed that
encourage competition and noncooperative behavior among units. In
the other organization norms that facilitate cooperation and helping
behavior dominate. While the technological linkages are the same in
both organizations, the relationship between changes in individual and
organizational productivity would be explained by the nature of social
linkages. Future research should explore the interactions among these
different types of linkages.

We have also proposed that processes are key to the individual-
organizational linkage. Given certain structural configurations, the
processes influence the extent to which changes at the individual level
have an impact at the organizational level. In our analysis, we treated
the processes as independent although they must be self-reinforcing
and congruent. Thus, research is needed to explore interactions among
the processes. In the Scanlon plan example we presented, the processes
of focus of attention and motivation are highly linked in the structure
of the plan. Can the impact of focus of attention be isolated? Do focus
of attention and motivation interact, or is their relationship additive?
Are the interactive effects among the processes a function of the link-
age conditions? Would the interactive effects among focus of attention,
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motivation, and coordination be greater in long-linked versus mediat-
ing technology?

We also treated the problem-solving and organizational evolution
processes as independent in our analysis. The role of these processes,
however, is probably conditioned by the complexity and uncertainty of
the technology and the environment. In organizations with complex
and unstable technologies and operating environments, we would ex-
pect problem solving and organizational evolution to play a greater role
in linking individual and organizational productivity than in organiza-
tions operating in more stable environments. The key is that elabora-
tion of the relationships among processes provides opportunities for new
theoretical development on the linkage between individual and organi-
zational productivity.

Our analysis, for presentation purposes, has been separated into a
discussion of inhibitors and facilitators. An important key to under-
standing the linkage between individual and organizational productiv-
ity is to explore the relationship between the processes and the con-
cepts dealing with the inhibitors. However, we do not want to imply a
simple framework that calls for removing the inhibitors and then acti-
vating the facilitators. Rather, we see these activities as feeding on
each other and enhancing the relationship between individual and or-
ganizational productivity. For example, we have argued that slack cre-
ated through individual productivity increases can inhibit subsequent
increases in organizational productivity. We also argued that organi-
zational evolution is a necessary process for enabling changes at the
individual level to appear at the organizational level. The concepts of
slack and organizational evolution can be self-reinforcing. Slack can
create conditions (or resources) for more intensive evolutionary processes
of feedback learning and structural change, which in turn could increase
the probability that individual productivity increases would contribute
to organizational productivity increases. Thus, slack, instead of hav-
ing inhibitive effects, can have a facilitative effect when coupled with
evolutionary processes. The interesting research task is to explore other
intersections between inhibitors and facilitators.

In focusing on the individual-organizational link, we have not ex-
plored how changes in individual productivity may affect other organi-
zational outcomes. For example, the conditions that enable changes in
individual productivity to increase organizational productivity may ac-
tually decrease other performance criteria, such as quality, efficiency,
or long-run adaptability. Research is needed to determine the func-
tional or dysfunctional consequences of how other criteria change as
individual and organizational productivity are more closely linked.

Finally, the focus of this chapter has been solely on productivity as
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an indicator of organizational performance. Research is needed to ex-
pand the analysis to other performance criteria. A central question is
how the theoretical framework we applied to productivity applies to
other factors, such as quality, cost, adaptability, customer satisfaction.
Would the inhibitors we identified explain why changes in quality at
the individual level do not have an impact on organizational quality?
Would the five facilitative processes influence quality in the same way
we have hypothesized productivity changes are transferred from the
individual to the organizational level?
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4
What Is Enough? A Systems Perspective
on Individual-Organizational
Performance Linkages

Benjamin Schneider and Katherine J. Klein

Changing a single aspect of an organization almost never results in
a substantial change in organizational performance. Organizations are
too complex, their performance too multidetermined, and their inertia
too great for a single intervention at the individual level to have a sub-
stantial impact on organizational performance. Thus, when it comes to
improving organizational productivity, it is not enough simply to put in
a new personnel selection system, a job enrichment program, a new
computer-aided design system, or new office automation equipment.
First, the new system, regardless of what it is, may not be successfully
implemented. Second, the new system is unlikely to be used by em-
ployees as it was designed to be used. Third, even if it is successfully
implemented and even if employees use it as designed, the new system
may be insufficient by itself to change individual productivity. Fourth,
even if the system has a substantial impact on individual productivity,
a change in individual productivity, even in the productivity of many
individuals, it may not engender change in organizational productiv-
ity. For the latter to improve, the activities and productivity of numer-
ous organizational subsystems must also change. In sum, to change
organizational productivity, it is not enough to change one aspect of the
organization at one level of performance.

THE NATURE OF ORGANIZATIONAL PERFORMANCE

As noted in earlier chapters, the organizational psychology and or-
ganizational behavior literatures often refer to individual, group, and
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organizational performance as if they were somehow separable. In the
real world of organizations, however, performance cannot meaningfully
be disaggregated. For example, individual performance is clearly not
only a function of individual attributes but also of group norms
(Roethlisberger and Dickson, 1939) and organizational climate (Pelz
and Andrews, 1966). There is evidence, for example, that one can pre-
dict the absenteeism of an individual based on that individual’s previ-
ous absenteeism and his or her job satisfaction and then improve on
that prediction by knowing the absenteeism “norm” of the individual’s
work group (Mathieu and Kohler, 1990). Similarly, group performance
is a function not only of the nature of the group and its task but also of
the diversity of the individuals in the group (Bass, 1982), especially the
leader (George, 1991), as well as the nature of the larger organizational
environment in which the group functions (Lawrence and Lorsch, 1969).
Finally, organizational performance is a function not only of character-
istics of the organization itself, but also of the strategic decisions made
by top management (an individual-level variable) and the turbulence
of the larger environment in which the organization competes (Joyce
and Slocum, 1990). For example, a seemingly excellent strategic deci-
sion by a typewriter manufacturer to redesign an electric typewriter
was for naught in terms of organizational performance with the intro-
duction of the personal computer by competitors in the environment.
Thus, if one is to improve organizational performance, one should
not target a single level or facet of an organization. Rather, as we at-
tempt to show throughout this chapter, one must consider, evaluate,
and change the multiple levels and subsystems of an organization, in-
fluencing not just individual behaviors and attitudes, not just group
norms and interactions, not just organizational structures and strate-
gies—but all of these. All of these must be simultaneously addressed
because they are simultaneously linked. We hypothesize that atten-
tion to these multiple linkages augments the potential effectiveness of
organizational interventions; inattention to these linkages is likely to
yield little in the way of improvement in organizational performance
{Schneider et al., 1992). Consider three examples. Hackman and Oldham
(1980) described a series of studies in which individuals’ jobs were changed
to be more enriched and, therefore, more motivating, in the hope of
improving individual and organizational performance. They showed
that an intervention can fail to yield changes even in individual perfor-
mance unless a network of larger system attributes is in place to facili-
tate the primary intervention. This network of attributes includes the
way in which the intervention is introduced (e.g., with the participa-
tion of the workers affected or with no participation), the degree of man-
agement and supervisory support for the intervention, the extent to
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which the resources needed to make the intervention work are provided,
and so forth.

A similar effect has been documented with regard to training inter-
ventions in organizations. For example, Fleishman (1953) evaluated
the effectiveness of a management training program in improving the
interpersonal competencies of first-line supervisors. He found a sig-
nificant effect for the training. At the end of training, those trained
were more interpersonally sensitive than those not trained. A follow-
up study to test for the transfer of the training to the job did not show
the same differences, however. Those trained were equally unlikely as
those untrained to be sensitive back on the job. Fleishman explored
why this might be true and discovered that trainees were sensitive back
on the job to the degree that their supervisor rewarded and supported
the sensitivities learned in the training. Fleishman called this the “lead-
ership climate” effect. One behaves the way one’s leader rewards one
for behaving. Rouiller and Goldstein (1993) recently reported a similar
finding.

Finally, research by the U.S. General Accounting Office (1987) sug-
gests that employee ownership is unlikely to have a significant effect
on organizational performance unless it is coupled with worker partici-
pation in decision making. Worker participation alone may also be in-
sufficient to enhance organizational performance (Locke and Schweiger,
1979; Miller and Monge, 1986). But together, employee ownership and
worker participation in decision making may improve organizational
performance.

Interventions, be they technological or human resources manage-
ment in nature, are often implemented in ways that limit their effec-
tiveness—at both the individual level at which they are initially tar-
geted and the organizational level. Our hypothesis, which builds on
the discussion of organizational linkages in Chapter 3, is that this fail-
ure to produce the intended effect is associated with a failure to concep-
tualize performance in organizations as a consequence of multiple lev-
els of reciprocal linkages. In this chapter we present an organizational
systems framework to clarify the multiple reciprocal linkages that can
determine organizational performance. The framework emphasizes the
intraorganizational linkages that must be understood and managed if
interventions designed to enhance individual performance are to yield
increases in organizational performance. We chose office automation
as the intervention of interest, but the principles we present are appli-
cable to a wide variety of attempts to improve individual and organiza-
tional performance.

Below, after a brief introduction to office automation, we explore a
number of reasons why interventions, such as office automation, can




84 « BENJAMIN SCHNEIDER AND KATHERINE J. KLEIN

fail to yield improvements in organizational performance. We conclude
by presenting summary propositions that address the conditions under
which individual and organizational performance will be more closely
linked.

THE NATURE OF OFFICE AUTOMATION

Office automation refers to the application of information technol-
ogy (IT) and communication technology to the processing and use of
information for tracking, monitoring, recording, directing, and supporting
activity in the workplace. Office automation is designed to improve
performance in offices, but as the review of the literature in Chapter 2
made clear, too often improvements in office performance have not fol-
lowed the implementation of office automation. In 1985, the U.S. Con-
gress ordered a study to determine why office automation had not yielded
the improvements predicted. The report of that study, Automation of
America’s Offices (U.S. Office of Technology Assessment, 1985), pro-
vides a basis for our discussion.

The 1985 Office of Technology Assessment review of office automa-
tion stated: “It is possible to see the latent enhancing effects of office
automation as water building behind a dam. The dam is made up of
institutional inertia and the unavoidable transition problem” (p. 33).
Our goal in this chapter is to elucidate the nature of institutional iner-
tia and the transition problem and to suggest ways to overcome both.
As suggested above, these issues plague most, if not all, organizational
interventions. Thus, the principles and hypotheses we present apply
equally to all forms of interventions, not only to office automation.

A SYSTEM PURCHASED IS NOT A SYSTEM IMPLEMENTED

Having purchased, or designed, a new office automation system or
any other system, an organization faces the challenge of implementing
the system, of ensuring that it is accepted and used optimally by target
employees. A growing body of literature (e.g., Klein and Ralls, in press;
Tornatzky and Fleischer, 1990) indicates that implementing comput-
erized technology is indeed a challenge. For a variety of technical and
organizational reasons, employees may not use the new system at all
or may use only a limited number of its features. Thus, a substantial
proportion of organizations fail to implement new computerized sys-
tems successfully (Ettlie, 1986; Tornatzky and Fleischer, 1990).

Employees are likely to resist or reject systems whose benefits they
question. As Leonard-Barton and Krauss (1985:108) noted, “An inno-
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vation must offer an obvious advantage over whatever it replaces, or
potential users will have little incentive to use it.” But even if employ-
ees believe that a system will enhance their performance in some way,
they may still resist or reject it if it is (1) difficult to learn and use (i.e.,
not user friendly), (2) unreliable, (3) slow to respond, or (4) awkward or
difficult to access (e.g., Ettlie, 1986; Klein et al., 1990; Rivard, 1987,
Rousseau, 1989).

Even if the hardware and software meet the rudimentary require-
ments suggested above, implementation may nevertheless stall or fail
altogether as a result of a variety of social and organizational factors.
Indeed, the literature on the implementation of computerized systems
suggests a veritable laundry list of organizational factors that may de-
termine the success of implementation. They include (1) the quality of
the computer training provided to users (e.g., Beatty and Gordon, 1988;
Graham and Rosenthal, 1986; Klein et al., 1990); (2) the availability of
ongoing user support (e.g., Graham and Rosenthal, 1986; Klein et al.,
1990; Rivard, 1987); (3) the availability of time for users to experiment
with the new system (e.g., Fleischer et al., 1988; Klein et al., 1990); (4)
the extent of user involvement in decision making regarding the pur-
chase and implementation of the new system (e.g., Foulkes and Hirsch,
1984; Leonard-Barton, 1988; Parsons et al., 1989); (5) the availability
of rewards for use of the new system (e.g., Leonard-Barton and Krauss,
1985; Rousseau, 1989); (6) the extent of employee job security (e.g., Argote
et al., 1983; Roitman et al., 1988); (7) the extent of coordination among
employee groups affected by the new system (e.g., Abdel-Hamid and
Madnick, 1989; Beatty and Gordon, 1988); and (8) the extent of politi-
cal conflict within the organization regarding the new system (e.g.,
Markus, 1987; Pearce and Page, 1990).

In sum, money invested in office automation may not yield a subse-
quent productivity payoff because employees do not use the system at
all or do not use its most complex and potentially advantageous fea-
tures. Indeed, the mere decision to adopt almost any innovation—a
new management approach, a new performance appraisal system, a
new quality improvement program—does not ensure that the new sys-
tem or approach will, in fact, be used.

Program evaluators (e.g., Posavac and Carey, 1985) advocate that
one not only determines the outcomes of an intervention, but also es-
tablishes that the intervention occurred as planned. This is an impor-
tant point for the study and implementation of new computer systems
and of other new systems, be they human resource or technological in-
terventions.
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A SYSTEM IMPLEMENTED AND USED
MAY NOT INCREASE PRODUCTIVITY

Even when a system is implemented successfully (i.e., when em-
ployees do in fact use the new system), it may not yield improved orga-
nizational performance for at least two important reasons. The first
reason, which is well documented in the literature on computer auto-
mation and indeed may be unique to computer automation, was dis-
cussed in Chapter 2. That is, when automated office systems render a
given task easier and faster to accomplish, people often respond by per-
forming the task (e.g., editing a document) more often, with no greater
output, precisely because it is now easier and faster to do so. For this
reason alone—more frequent use rather than higher levels of relative
performance—the successful implementation of office automation is no
guarantee of an increase in the performance of the office in which the
new system was successfully implemented.

But even if people did not perform the same tasks more often after
automation than before, the relative performance of the worker and
office may still not increase. That is, it still might not be enough be-
cause, with some exceptions, office automation affects only a limited
portion of users’ work tasks.

Consider college professors. Access to a computer and word pro-
cessing package speeds writing, but only in the most limited sense. It
does not shorten the time it takes to conduct library, field, or labora-
tory research; to read background materials; to organize one’s thoughts;
or to compose a sentence. These are the tasks that consume a professor’s
writing time, not the physical task of putting letters on a sheet of paper
or computer screen.

Professors are perhaps an extreme example, but consider secretar-
ies. Secretaries who are asked to carry out edit, after edit, after edit,
may well suffer the brunt of the “now it is faster and easier” problem
described above. But, for secretaries, much as for professors, office au-
tomation affects only a limited portion of their work. Aided by new
office systems, secretaries nevertheless still answer telephones; still copy,
distribute, and file papers; still look up information; and still meet with
their supervisors—all much as they have for decades. In fact, as also
pointed out in Chapter 2, office automation may make some portion of
an individual’s work more efficient while making other portions more
difficult.

The same principle applies to many other types of organizational
interventions. That is, many interventions may influence only a lim-
ited part of the targeted employees’ jobs. For example, when an orga-
nization implements an incentive pay system that rewards specific em-
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ployee behaviors, employees are likely to increase their performance of
those behaviors. Their performance of other important aspects of their
jobs that are not rewarded by the new pay plan may be unchanged or
even impaired. This is the dilemma faced by organizations when they
implement incentive systems to increase raw productivity. Productiv-
ity may go up while quality goes down (Kerr, 1988).

Similar problems may arise with the purchase of automated manu-
facturing systems. If a company purchases a new computerized manu-
facturing resource planning system in the hope of improving company
performance, production planning and scheduling may well improve.
But improvements in planning and scheduling will yield overall perfor-
mance improvements only if the company product is well made, mar-
keted well, and suitable for the intended market segment. The point is
that improving only one aspect of employee performance is unlikely to
be linked to total organizational performance unless attention is also
paid to the larger organizational system in which the employee per-
forms.

ORGANIZATIONS AS OPEN SYSTEMS:
THE OTHER SYSTEMS THAT MATTER

Even if office automation did increase individual performance, would
that be enough to augment organizational performance? The answer
is probably not. This answer rests on the assumption that organiza-
tions are “open systems” (Katz and Kahn, 1978), that is, “living sys-
tems, existing in a wider environment on which they depend for the
satisfaction of various needs” (Morgan, 1986:39). This conceptualization
provides, as Morgan notes, “the crux of many of the most important
developments in organization theory over the last fifty years” (p. 39).
Within organizational theory, the open systems metaphor has supplanted
the “machine metaphor,” the notion that organizations, like machines,
can and should perform highly repetitive, predictable tasks as efficiently
as possible (Morgan, 1986). Instead, the open systems metaphor di-
rects attention to the organization’s adaptation to its environment, is-
sues of organizational survival and effectiveness, and the complex in-
terplay of the organizational subsystems that make up the larger orga-
nizational system (Katz and Kahn, 1978; Morgan, 1986).

Katz and Kahn (1966, 1978) popularized the open systems concept
in studying organizational performance. Based on von Bertalanffy’s
(1950, 1956) work in physics and biology, they proposed a view of orga-
nizations as systems of interacting individuals and groups in continu-
ous dynamic relationship to the larger environment in which the orga-
nization functions. The inclusion of the larger environment in their
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model makes it an open systems model, open to the vagaries of the larger
world.

Building on von Bertalanffy’s work, Katz and Kahn identified four
major principles that characterize all open systems, be they plant cells,
animal organs, individuals, dyads, groups, or organizations. Below, we
use their four principles to hypothesize further why single-level, tar-
geted interventions, such as office automation, may fail to yield im-
provements in organizational performance.

One key principle is that of differentiation, integration, and coordi-
nation. “Open systems move in the direction of differentiation and elabo-
ration. Diffuse global patterns are replaced by more specialized func-
tions. . . . Social organizations move toward the multiplication and
elaboration of roles with greater specialization” (Katz and Kahn, 1978:29).
To manage and counterbalance this differentiation, this complexity, all
open systems develop integrating and coordinating mechanisms “that
bring the system together for unified functioning” (p. 29).

Describing the differentiation of organizational systems further, Katz
and Kahn suggested that five organizational roles, or subsystems, char-
acterize all organizations: (1) the managerial subsystem (responsible
for controlling and coordinating the other subsystems), (2) the adaptive
subsystem (responsible for environmental sensing), (3) the maintenance
subsystem (responsible for supporting the people and equipment re-
quired to do the work), (4) the production subsystem (responsible for
transforming organizational inputs into organizational outputs), and
(5) the support subsystem (responsible for procurement and disposi-
tion as well as facilitating production). The managerial subsystem, as
suggested above, coordinates and integrates the subsystems. The greater
the effectiveness of the subsystems themselves and their coordination,
the greater the effectiveness of the organization.

A second open systems principle is that changes in one part of the
larger system will have reverberating effects on other parts of the sys-
tem. The intensity of the reverberations depends on the closeness or
tightness of the linkage between the changed element and other ele-
ments in the system. Thus, in loosely coupled systems (Weick, 1976),
changes in one subsystem can be relatively isolated from the larger
system. In tightly coupled systems, however, a small change in any
subsystem will yield changes elsewhere in the system through recipro-
cating linkages. Landing a jet on the deck of an aircraft carrier is an
example of a tightly coupled system (Roberts and Sloane, 1988). In
this system the smallest deviations in speed of the ship, list of the ship,
wind direction, speed of the jet, altitude of the approach, and so forth
have great consequences for performance—the safe landing of the jet.
Conversely, providing a professor in a university with a personal com-
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puter and word processing software may be very loosely linked to uni-
versity performance, even if the professor is more “productive.”

While change in one part of an open system may reverberate through-
out the system, change in one part of the system may or may not cause
a permanent change in other parts of the system. Indeed, sensing a
change in one part of the system, the organization may seek to quell
the change, that is, to ensure that the changed element of the system
returns to its former state. This is a third key principle of open sys-
tems, dynamic homeostasis. As Katz and Kahn (1978:27) explained,
“Any internal or external factor that threatens to disrupt the system is
countered by forces which restore the system as closely as possible to
its previous state. . . . The basic principle is the preservation of the
character of the system” (emphasis in original).

The fourth principle of open systems is that of equifinality, that is,
“a system can reach the same final state from differing initial condi-
tions and by a variety of paths” (p. 30). Equifinality for organizations
as systems is equivalent to the compensatory model for predicting indi-
vidual performance. The compensatory model indicates that numer-
ous strengths correlate with performance, but they can exist in differ-
ent configurations and still yield equivalent levels of performance. In
the study of organizations as systems, a similar compensatory flavor
exists.

Below, we present some hypotheses derived from these open sys-
tems principles that are useful for understanding individual-organiza-
tional performance linkages. Again, we focus on office automation as a
continuing foil for the explication of our perspective, but the principles
apply equally well to other performance-enhancing interventions.

Differentiation, Integration, and Coordination

The open systems principle of differentiation, integration, and co-
ordination suggests that automating office systems may differentially
affect the subsystems of an organization. Just as office automation
may speed and ease only a subset of an individual office worker’s tasks,
so the system may speed and ease only a subset of an organization’s
tasks. In fact, automating one set of tasks in an organization may make
other tasks even more difficult, and not only for the job that is auto-
mated. Often, then, automating a job is most likely to enhance only the
production subsystem of the job that is automated. Word processing,
for example, speeds the production of documents, but it fails to speed
the production of research, of thoughts, or even of sentences.

Automated office systems, hypothetically, should augment the sup-
port subsystem of the organization. Automated teller machines (ATMs),
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for example, ease the receipt of deposits from customers and the distri-
bution of cash to customers, a support function in banks. But, as noted
in Chapter 2, because ATMs make these functions easier, customers
make deposits and withdrawals at more frequent intervals than prior
to this automation.

Automated office systems are even less likely to ease or enhance
managerial and adaptive tasks. Indeed, Schrage (1991:C-3) suggested
that at least some office automated systems are inimical to effective
managerial and adaptive performance:

The most dangerous, hideously misused and thought-annihilating piece of tech-
nology invented in the last 15 years has to be the electronic spreadsheet. Every
day, millions of managers boot up their Lotus 1-2-3s and Microsoft Excels, twiddle
a few numbers and diligently sucker themselves into thinking they're forecast-
ing the future. ... It's an intellectual exercise that stretches the fingers more
than the mind. . .. You can’t understand risk—let alone manage or reduce it—
by cramming it into a spreadsheet or the quantitative “flavor of the month.”

In sum, office automation may in some ways enhance the perfor-
mance of some organizational subsystems (production of office work,
support); may impair the performance of other subsystems (manage-
rial, adaptive); and may, as we discuss below, tax other organizational
subsystems, particularly the maintenance subsystem.

The analysis thus far points to one reason office automation may
not engender improvements in organizational performance: Even if
the automation is successfully implemented, the positive effects may
be limited and the unintended negative consequences may cancel the
positive effects. Organizational performance, in our view, is the culmi-
nation of the coordinated integration of all organizational subsystems.
Improving the performance of one small part of the work that must be
accomplished in an organization is unlikely to enhance organizational
performance, we hypothesize, especially if the performance of some or-
ganizational subsystems is reduced in the process.

Reverberations Throughout the System

When office automation alters an organization’s production, sup-
port, managerial, or adaptive subsystems, the changes will reverberate
throughout the organization and may necessitate ancillary and often
unintended changes in other subsystems. Thus, for example, the in-
stallation of new equipment in the production subsystem may necessi-
tate changes in the lighting, temperature, cleanliness, and technical
maintenance of the production area. It may also require installation of
privacy, confidentiality, and security safeguards to protect the data con-
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tained within the new office system (U.S. Office of Technology Assess-
ment, 1985). And it may require new procedures to coordinate work
tasks within the production function.

The reverberations from the installation of new office automation
surely will be felt beyond the subsystem in which the new office system
is installed (Loveman, 1988; Majchrzak and Klein, 1987; Trist, 1981).
Thus, for example, the installation of new office automation necessi-
tates changes in the maintenance subsystem, the people and equip-
ment required to do the work. While the installation of office automa-
tion is often expected to reduce direct labor costs (Ayres and Miller,
1983), the available evidence (e.g., Gutek et al., 1984) suggests that
reductions in labor cost are in fact rare. Moreover, the installation of
office automation may require changes in the skills employees need to
perform their jobs (Majchrzak and Klein, 1987; U.S. Office of Technol-
ogy Assessment, 1985). This can require the hiring of more highly skilled
persons who require higher salaries. Further, current employees may
need retraining, jobs may have to be redesigned, reward systems may
have to be changed, and supervisory relations may change (Barley, 1986;
Helfgott, 1988; Klein et al., 1990; Majchrzak and Klein, 1987; Schneider,
1990b). Even the employees of the vendors from whom the equipment
was purchased may have to be integrated into the work force as they
try to maintain, literally, the office automation (Hines, 1985).

The changes described above are expensive and disruptive. It takes
time, money, and extensive planning and coordination for them to work
smoothly and effectively. Selection and training for the new system
apply not only to people who will use the new system, but to the recipi-
ents of the materials that the new system produces. Especially in tightly
coupled systems, change is like a ricocheting bullet introduced into a
room with steel walls; it is difficult to predict exactly where it will hit
next, but it will hit.

Thus, from the principle of reverberation, we derive additional rea-
sons why the implementation of office automation may fail to yield the
anticipated improvements in organizational performance: Gains in the
outputs of some subsystems (e.g., production) may be offset, at least for
some period of time, by increases in the costs of other subsystems (e.g.,
maintenance). Nothing presented here about the implications of the
principle of reverberation should be read as unique to the problems
associated with office automation. We make the point again, then, that
these principles apply to diagnosing and understanding the possibili-
ties for enhancing the potential of all kinds of interventions that might
improve the linkage between individual and organizational performance.
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Dynamic Homeostasis

The analysis above implies that organizations should change their
maintenance subsystems in response to changes in performance-enhanc-
ing interventions. The principle of dynamic homeostasis suggests the
hypothesis that, in many cases, organizations may not change their
maintenance or any other subsystems to maximize the benefits of inno-
vation. Rather, according to this principle, organizations may attempt
to preserve the status quo, changing the innovation to fit the mainte-
nance subsystem rather than vice versa. Unfortunately, this, too, may
minimize the benefits of office automation for organizational perfor-
mance.

Thus, for example the Manufacturing Studies Board (National Re-
search Council, 1986) advised organizations to alter dramatically their
human resource practices (plant culture, job design, career advance-
ment, reward and compensation systems, and personnel selection—the
human element of what we are calling the maintenance subsystem) in
order to realize the benefits of advanced manufacturing technologies.
The clear implication is that many manufacturing companies have not
done so and may thus fail to reap the potential benefits of automation.

Child et al. (1987:91) made much the same argument in their per-
suasive analysis of “organizational conservatism” in response to the
implementation of computer-automated technologies in hospital labo-
ratories, retail settings, and banks. These technologies, the authors
argued, allow organizations to undertake major innovations in their
organizational and management practices. Thus, for example, the in-
stallation of electronic-point-of-sales terminals

could be used to decentralize buying decisions. With the detailed sales and stock
information provided, local store managers could be in a position to respond
independently to the needs of their local markets and take decisions on the selec-
tion of items for sale, on the quantities to stock, on pricing, and on staffing. . . .
The new technology could also be used to increase the discretion of sales staff,
particularly in department stores. . .. In short, new retailing technology can be
used to facilitate organizational innovation in the direction of decentralization
(p. 91).

Based on their case study research, however, Child et al. reported
that these kinds of innovations have not occurred in hospital laborato-
ries, retail stores, or banks. They (1987:111) attributed this failure of
innovation to organizational conservatism, an organizational syndrome
that may be the result of several factors. They suggested, for example,
that “radical organizational changes are more expensive; they require
more analytical work; a larger number of jobs and departments are
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affected.” Further, “principles of organization that have a long history
influence the way in which experts perceive organizational problems
and design solutions for these problems.” In addition, “rules of good
practice are embedded within the culture of a society; organizations
that violate these rules by being innovative run the risk of losing legiti-
macy” (p. 111).

The principle of dynamic homeostasis is by no means limited to
office automation. For example, we described above job-enrichment
and supervisory training efforts that had little impact because the larger
organization within which they were attempted failed to support the
innovations. A growing body of literature on organizational climate
and culture (e.g., Schneider, 1990b) predicts that changes that do not
fit the culture will be ignored or absorbed as the various subsystems
strive for homeostasis. The literature clearly suggests that a change
can have an effect only when the subsystems of the organization collec-
tively facilitate the change (see Schoorman and Schneider, 1988).

Equifinality

The principle of equifinality suggests that there may be alternative
routes to the same outcome. This principle, then, suggests that while
one organization may achieve performance improvements through a
focus on office automation, another organization may achieve the same
improvements in other ways. For example, an organization might achieve
performance improvements by focusing on its reward systems (Kerr,
1988), increasing the use of management by objectives (Rodgers and
Hunter, 1991), or implementing a total quality management (TQM) pro-
gram (Juran, 1987; Schneider et al., 1992).

The principle of equifinality suggests that innovations to improve
organizational performance must be strategically and culturally appro-
priate. By strategically appropriate we mean the innovation must be
chosen to achieve goals that fit the long-term marketing objectives of
the organization. It should not be chosen simply because others are
using it. For example, many organizations have adopted TQM as the
“magic bullet” for achieving competitive advantage. But TQM must be
adapted by each organization to fit the demands of its customers; the
quality standards will vary as a function of the strategic imperatives of
a particular organization.

By culturally appropriate we mean that the adoption of some inno-
vations may be antithetical to the norms, values, and principles of an
organization. Such innovations are unlikely to yield outcomes that im-
prove organizational performance. Consider, for example, an organi-
zation that has functioned on the basis of close teamwork yet adopts an
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innovation that separates workers from each other because the innova-
tion is said to yield improved individual productivity. Since the early
1950s it has been known that separating individuals who are accus-
tomed to working in teams can destroy morale, increase accidents, and
decrease productivity (Trist, 1981). Recent case studies reveal simi-
larly inappropriate choices of technology when seeking productivity
improvements (e.g., Klein et al., 1990).

Organizations may err in thinking that there is only one way to
achieve productivity—be that one way office automation or TQM. In-
deed, the open systems framework suggests that each organizational
system is unique and is embedded in its own unique environment. Thus,
each system must find its own way to maximize performance. What
works for one organization may not work for another. Indeed, it prob-
ably will not.

Implications of Open Systems Theory

Although our focus has been on explaining why interventions de-
signed to improve individual performance fail to enhance organizational
performance, open systems theory suggests a number of strategies by
which organizations can maximize the potential performance benefits
of an intervention. First, organizations should devote ample resources
(including time and money) to effective implementation of the inter-
vention. Unless implementation is effective, unless employees accept
and use the most advantageous procedures of the new system, the in-
tervention is doomed to have a minimal, or even harmful, effect on or-
ganizational performance (Tornatzky and Fleischer, 1990). The “laun-
dry list” of suggestions for enhancing implementation presented above—
including providing extensive training, user support, time to experi-
ment with the new system, rewards, user involvement, and so on—
may lack theoretical parsimony; but at the least it provides a useful
checklist for organizations in the process of implementing new systems.
Tornatzky and Fleischer (1990) and Klein and Ralls (in press) present
an extended treatment of these suggestions for enhancing the useful-
ness of interventions in organizations.

Second, organizations should analyze carefully the potential im-
pact of an intervention, even under ideal circumstances, on the facets
of individual performance. Even successfully implemented interven-
tions may fail to enhance total individual performance, let alone orga-
nizational performance, because the system is targeted at only one or
several facets of a more complex job. Office automation is a good case
in point. It is a mistake, as we discuss in greater detail below, to as-
sume that a new software program for word processing will turn total
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individual performance around. It is also, we believe, a mistake to fo-
cus on the production of software programs as the culprit keeping down
the expected increments in organizational performance from implement-
ing office automation (Abdel-Hamid and Madnick, 1989).

Third, organizations should attend to the multiple subsystems of
the organization that might be affected by the intervention. Installing
new automated systems for the production subsystem of the organiza-
tion alone may well fail to enhance organizational performance. In-
stalling new automated systems for the production subsystem and mak-
ing coordinated changes to the other subsystems of the organization
may enhance organizational performance.

There is some evidence that attention to other subsystems can yield
positive outcomes from an intervention. For example, Schneider (1990a)
described a personnel selection intervention that, when combined with
changes in training for the new incumbents and the old supervisors,
new reward systems for incumbents, and new career plans, resulted in
a 30 percent reduction in turnover; the estimated decrease in turnover
given the selection program alone was 10 percent. Other examples of
how a multisubsystems approach to understanding the potential in an
intervention can yield positive consequences for organizational perfor-
mance exist. For example, Banas (1988) described such an approach
for a program designed to enhance participation in decision making at
the Ford Motor Company, and Shea and Guzzo (1986) described a simi-
lar perspective for the successful use of quality circles.

Fourth, the open systems model suggests that organizations should
undertake multiple kinds of interventions in multiple subsystems of
the organization when the goal is to enhance total organizational per-
formance. In combination, suggestions three and four hypothesize that
when a multifaceted intervention is placed into the organization the
consequence can be enhanced organizational performance. The prin-
ciple here, derived from an open systems framework, is that simulta-
neous implementation of a variety of changes across a variety of orga-
nizational subsystems can yield the intended effect. Thus, for example,
an organization might implement new office automation systems to speed
production tasks (e.g., new computer graphics and word processing sys-
tems to speed the production of advertising copy) and at the same time
target the following:

1. the maintenance subsystem (e.g., by implementing goal setting,
training, new selection systems, team-building exercises, or group in-
centives);

2. the support system (e.g., by implementing new customer ser-
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vice procedures and customer feedback mechanisms and new informa-
tion strategies for keeping employees informed);

3. the adaptive subsystem (e.g., by undertaking new market re-
search and R&D, and developing alternative scenarios of the future
organizational environment); and

4. the managerial subsystem (e.g., by increasing efforts to provide
organizational members with a vision of the organization of the future
and increasing coordination among all subsystems to ensure a sharing
of the new vision).

Surely, such a multifaceted, large-scale effort at organizational change
cannot be undertaken all at once (Mohrman et al., 1989; Roitman et
al., 1988). Yet this description provides, we think, a realistic assess-
ment of the magnitude of the effort necessary for an intervention tar-
geted on individuals to improve the performance of an organization.

Beyond Open Systems Theory:
The Symbolism and Politics of Office Automation

The open systems model is a powerful heuristic for understanding
organizational functioning and performance. It suggests several pro-
vocative and convincing hypotheses about why the implementation of
any one intervention in an organization may fail to augment organiza-
tional performance. Nevertheless, the open systems framework may
be limiting in some respects. That is, it directs attention primarily to
the rational structure and functioning of organizations and to the hu-
man resources consequences of organizational structure and function-
ing. Although adopting an open systems perspective broadens the range
of issues requiring attention, it still excludes some psychologically im-
portant issues. That is, the open systems perspective may be a bit too
neat to capture the feelings, meanings, and emotions attached to work-
ing and living in organizations, especially the feelings, meanings, and
emotions attached to innovations in how people work.

Bolman and Deal (1984, 1991) offered such an alternative systems
view of organizations. They proposed four frames, or lenses, through
which to view organizational phenomena. Each frame has consider-
able theoretical and empirical support. The four frames are (1) the
structural or rational frame, (2) the human resources frame, (3) the
political frame, and (4) the symbolic frame.

The structural or rational frame emphasizes the intentionality and
goal directedness of organizations and how decision making is influ-
enced by intentions and the larger context of the organization. The
open systems framework fits this lens. The human resources frame
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emphasizes the idea that people occupy organizations and behave like
people (with all their complex abilities, personalities, defenses, and so
forth) and that organizations should be organized in ways that acknowl-
edge the humanness of people. In our description of the open systems
model, we emphasized the human assets of organizations, especially in
our discussion of the implications of office automation for the mainte-
nance subsystem.

Bolman and Deal’s third frame, the political frame, acknowledges
the fact that organizations do not have an unlimited supply of resources
to meet all individual, group, and functional desires. Limited resources
create conflict in all systems. An understanding that this conflict is
invariably traceable to the scarcity of resources helps to explain the
existence of conflict in organizations, the formation of coalitions, and
the negotiation over organizational goals and decisions. Within the
political frame, power is the critical resource—the resource that con-
trols the distribution of other scarce resources. Finally, the symbolic
frame focuses on the issue of “meaning,” the processes by which events
are given meaning, and the different meanings the same events may
have as a result of the relative ambiguity of the context of the event.
Humans must, by their very nature, make casual attributions about
why events occur and what they mean. By making these attributions,
people derive meaning. Some call this meaning climate, others call it
culture (Schneider, 1990b). Regardless, it is not what actually hap-
pens that is important, but the meaning ascribed to it.

The four frames allow one “to try on a variety of spectacles and
spend more time dealing with the complexity of human organizations
before we can safely conclude that they are actually as simple as exist-
ing models make them out to be” (Bolman and Deal, 1984:239; empha-
sisin original). The symbolic and political frames provide valuable and
relatively new perspectives on the organizational consequences of the
implementation of office automation and other interventions.

The symbolic frame offers a way of understanding some psycho-
logical consequences of organizational interventions. Using this frame,
one asks, from an employee’s vantage what is the symbolic meaning of
a given organizational intervention? That is, what message is sent to
employees when they know the intervention is being put in place? For
office automation, the message may be, you are not valued as a person
with hopes, feelings, desires, and needs; you are a machine and we are
buying a more reliable, less costly one and you are gone. Thus, for
those affected, office automation may be a disheartening and even a
deeply insulting symbol to office workers. Indeed, in their study of the
implementation of computer-integrated manufacturing at a 150-employee
manufacturing company, Roitman et al. (1988) found that employee
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reactions to the new technology were shaped by the extent to which
each employee’s job was likely to be eliminated, or their power and sta-
tus diminished, because of the planned changes.

On the other hand, office automation may have a positive symbolic
value for employees. It may indicate that they are valued (“manage-
ment cares enough to give us new and better tools to work with”) and
that the organization is moving ahead (“we really are an organization
of the 1990s”). Office automation may also have a symbolic value for
customers, symbolizing (managers hope) the success, efficiency, and
modernity of the organization (Schneider and Bowen, 1985).

The political frame encourages one to analyze the political issues
surrounding an organizational intervention. Pettigrew’s (1973) classic
study of a large British retail chain’s decision to purchase a computer
for automated recordkeeping documented the politics of decision mak-
ing regarding this innovation. In a large-scale qualitative effort, Pettigrew
gained access to letters exchanged between members of the retail chain
and potential suppliers of the new computer system. He showed that
members of one coalition within the retail chain, who favored one ven-
dor over all others, were able to dominate negotiations, to solicit favors
from the preferred vendor, and to dictate the eventual choice. More
recently, Dean (1987) recorded the politics of the decision-making pro-
cess for the purchase of automated manufacturing equipment (e.g., com-
puter-aided design, manufacturing resource planning, robotics, com-
puter-integrated manufacturing). Dean (1987:56-57) wrote,

It turns out that it is a “bottom-up” decision process, with technology proponents
attempting to build a strategic/financial, social, and political structure to sup-
port approval. Numerous subtle tactics are used by proponents in constructing
this support.

Focusing not on the adoption process but on the reactions of users
to a new computer-automated technology (specifically to a computer-
automated financial information system), Markus (1987:80) provided a
similar analysis of the politics of computerization:

When the introduction of a computerized information system specifies a distri-
bution of power which represents a loss to certain participants, these partici-
pants are likely to resist the system. Conversely, when the distribution of power
implied in the design of an information system represents a gain in power fto
participants, these participants are likely to engage in behaviors that might sig-
nify acceptance of it. . . . In general, one would not expect people who are disad-
vantaged in their power position by a system o accept it (gracefully), nor would
one expect people who gain power to resist.
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Finally, Klein et al. (1990:27) described the organizational conse-
quences of such a shift of power in their case study of the implementa-
tion of computer-aided design and drafting:

Because Buildco drafters and designers received training and their managers
and supervisors did not, drafters and designers gained technical expertise that
both supervisors and managers lacked. As a result, supervisors guided their
employees with shaken confidence and diminished power.

The implication of the application of Bolman and Deal’s four frames
to the individual-organizational linkage problem is that it may not be
enough for an organization to consider the structural and rational ben-
efits and consequences of an intervention. Nor may it be enough for an
organization to consider an intervention’s structural/rational and hu-
man resources consequences, although that is a substantial improve-
ment over the first tactic. We hypothesize that organizations that con-
sider the implications and consequences of interventions for each frame
are likely to experience improved organizational performance. Thus,
organizations must ask the following questions: (1) To what extent
does the intervention improve the structure and heighten the rational-
ity of key organizational subsystems? (2) To what extent does it re-
quire or invite changes in the human resources practices of the organi-
zation? (3) What does it symbolize to organizational members (and
perhaps to customers, too; Zeithaml et al., 1990)? (4) How will its imple-
mentation alter the existing balance of power within the organization?

SUMMARY AND CONCLUSION

In this chapter we have outlined a number of reasons why a single,
individual-level intervention, such as office automation, may fail to im-
prove organizational performance. To summarize, we offer the follow-
ing propositions regarding the relationships one may expect to find be-
tween interventions targeted on improving individual performance and
increments in organizational performance:

1. The decision to adopt an organizational intervention does not
ensure its successful implementation or use. Many interventions are
adopted but unused or underused, so links between the intervention
and organizational performance will be nonexistent.

2. Even organizational interventions that are successfully imple-
mented and used may do little to improve individual—much less, orga-
nizational—performance. This is because such interventions may have
an effect on only a few dimensions of individual performance.
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3. An intervention put in place in one subsystem of an organiza-
tion (e.g., the production subsystem) can improve organizational per-
formance to the degree that the intervention is integrated with the im-
peratives of the other subsystems of the organization (e.g., the mainte-
nance subsystem). The managerial subsystem in organizations is re-
sponsible for ensuring the coordination and integration of interventions
across the subsystems of the organization.

4. Particular interventions may fail to enhance organizational per-
formance because they are not the most appropriate intervention for
an organization. Interventions that will enhance organizational per-
formance are likely to have been carefully chosen to fit the require-
ments and culture of the setting, to focus ideally on reducing costs and
on improving output, and to not be based on a quick-fix mentality or
keeping up with the Joneses.

5. Interventions in organizations are likely to enhance organiza-
tional performance to the degree that they are symbolically positive
with respect to the employees’ productivity motivation, individual de-
sires, and perceptions of organizational needs.

6. The decision to adopt an intervention, the procedures by which
an intervention is implemented, and the organizational reaction to the
intervention all have political overtones. The effects of an intervention
on organizational performance will be determined by the degree to which
political issues are dealt with in a way that yields a sense of trust through-
out the organization.

It is our hypothesis that all of the issues illuminated in these propo-
sitions require simultaneous attention if an intervention targeted on
improving individual performance is to improve organizational perfor-
mance. The research literature and our conceptualization of organiza-
tions as open systems with important symbolic and political overtones
coalesce to yield the conclusion that quick fixes and fads do not work.
Interventions that are carefully adopted, implemented in ways that take
into account their symbolic and political realities, and integrated through-
out the multiple subsystems of organizations may yield improved orga-
nizational performance.
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Measuring and Managing
Individual Productivity

William A. Ruch

As important as productivity is to the continued economic develop-
ment of the world, it is surprising that so little is known about measur-
ing and managing it. Part of the problem may lie in the unit of analy-
sis industry uses to measure productivity and in a failure to recognize
the complexity of the relationships between the productivity of the in-
dividual worker and the total performance of the organization. The
body of research knowledge provides little help. A multitude of micro
studies of individual work behavior exist, but the measure of produe-
tivity used is seldom comparable to those developed in industry. Orga-
nizational studies generally focus on the total performance of the orga-
nization, but even those that are centered on organizational productiv-
ity rarely attempt to disaggregate findings to the business unit, work
group, or individual level in any systematic way.

In a general sense, the productivity of the world is a function of the
productivity of each of the world’s economies; the economies, in turn,
are as productive as the organizations within them. Within the organi-
zation, individual workers performing specific jobs form the base level
for all productive endeavor. In modern, complex organizations, how-
ever, the linkage between individual productivity and the productivity
of organizational systems becomes blurred. For a variety of reasons,
the linkages are seldom one to one. Only by understanding the indi-
vidual level of productivity, however, can practitioners and researchers
begin to build the theories and models that deal with the dysfunctions

105




106 « WILLIAM A. RUCH

and synergies that occur when individuals are grouped into work teams,
departments, organizational systems, and economies.

It is important to note at the outset that focusing on individual
productivity measures provides a myopic view of the organizational world.
Organizations are set in the context of a changing, competitive envi-
ronment in which strategies are developed to guide the efforts of man-
agement and workers toward a common vision and set of objectives.
Even the best-designed processes will fail without a supportive culture
within the organization that values change, continuous improvement,
goal commitment, group cohesion, and respect for people. Every con-
cept in this chapter assumes that the individual worker and the work
group are set in an organizational context that is internally consistent
and environmentally consonant.

It is also important to note that productivity, although a major con-
cern, is not the only indicator of individual or organizational perfor-
mance. Productivity interacts with other aspects of employee perfor-
mance, financial controls, innovation, and competitive effectiveness—
any one of which can lead to organizational failure. In Chapter 6 Sink
and Smith identify seven related but separable performance criteria
for an organizational system: (1) effectiveness, (2) efficiency, (3) pro-
ductivity, (4) quality, (5) quality of working life, (6) innovation, and (7)
profitability (profit center) or budgetability (cost center). Other authors,
such as Pritchard (Chapter 7) and Campbell (Chapter 8), have slightly
different ways of relating or combining these performance dimensions.
For the purposes of this chapter, my definition of productivity includes
effectiveness (producing the right products or services), efficiency (pru-
dent utilization of resources), and quality (meeting technical and cus-
tomer specifications).

My purpose in this chapter is to assimilate knowledge about the
measurement and management of individual productivity in order to
provide a link in the chain of understanding regarding how individual
productivity contributes to group productivity, which in turn contrib-
utes to organizational productivity. My intent is to aggregate existing
knowledge and propose some theoretical foundations in order to reveal
areas in which theory development and empirical research are needed.
Throughout, I make an effort to bridge the gap between the concerns of
researchers and the needs of practitioners in industry.

PRODUCTIVITY MEASUREMENT AND GOAL ALIGNMENT

In industry, the measurement and analysis of individual-level pro-
ductivity serves the following five major functions:
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1. Define productivity and direct behavior: The measurement sys-
tem provides an implicit definition of productivity for the operation. It
communicates to the worker, the supervisor, and others the common
expectation from the task. The productivity measurement provides spe-
cific direction and guides the worker toward productive activities.

2. Monitor performance and provide feedback: The measurement
system provides a means to check progress toward an objective. In
addition, it can be a major part of the employee’s performance evalua-
tion leading to rewards or disciplinary action.

3. Diagnose problems: Productivity analysis, particularly the ex-
amination of trends, helps identify problems before they become crises
and permits early adjustment and corrective action. Like any other
indicator, productivity measurements do not necessarily identify the
source of the problem, only that one exists.

4, Facilitate planning and control: Productivity measurement pro-
vides information on costs, time, output rate, and resource usage to
allow decision making with respect to pricing, production scheduling,
purchasing, contracting, delivery scheduling, and many other activi-
ties in the industrial cycle. Productivity analysis, together with other
elements of a competitive strategy, may determine which products or
processes should be expanded and which should be phased out.

5. Support innovation: Productivity analysis, combined with cost
data, aids in the evaluation of proposed changes to existing products or
processes and the introduction of new ones. It is one of the primary
foundations for the continuous improvement efforts that are both popular
and necessary for survival in business firms today.

The purpose of the measurement system is critically important in
determining the specific measures to be used. For example, if the mea-
sures are to be used only for planning and control purposes, the inputs
into the measures and the outputs may he imprecise aggregate figures
that provide guidance for setting schedules and future capacity require-
ments. If, however, the measures will be used as a basis for an em-
ployee evaluation system leading to bonuses, pay raises, layoffs, and
disciplinary actions, inputs and outputs of the measures must be more
precise and accurate for shorter time periods, and they must exclude
factors outside the control of the worker. Questions of equity and in-
teraction among individual jobs become evident.

The functions of monitoring performance and providing feedback,
diagnosing problems, facilitating planning and control, and supporting
innovation are common to many types of measures, and productivity is
no exception. The function of defining productivity and directing be-
havior, however, warrants more explanation because it is important to
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managers in the successful operation of their business units, and be-
cause it is important to researchers in the design of studies that shed
light on human behavior at work.

A simple example of a waiter in a restaurant can be used to explain
how measures of productivity can direct behavior. If the measure of
productivity is customers served per hour, the emphasis is on speed
and throughput, and the waiter will try to complete each transaction
as quickly as possible. On the other hand, a measure of dollars of food
served per customer would lead to totally different behaviors; the waiter
would suggest more expensive items and would encourage the customer
to have appetizers, wine, and dessert, regardless of the time taken. In
this case, time is not a factor; the quick turnover of customers would be
a disadvantage. Other possible measures could each lead to a different
set of behaviors.

One way to view individual productivity is to consider how the ef-
forts of an individual contribute to the productivity or success of the
organization. Whether the actions of the waiter in each of the examples
above would be productive or counterproductive depends on the type of
restaurant and, specifically, its goals and objectives. A downtown deli-
catessen would have one set of goals and circumstances; speed in serv-
ing customers would be a distinct advantage. A fine restaurant in the
suburbs would operate in a different milieu; speed in this case could be
a detriment.

The fundamental question is not, what productivity measures should
be used? The fundamental question is, what are the organizational
objectives? The secondary question is, what set of individual produc-
tivity measures will direct the behavior of employees to meet those ob-
Jjectives as they work toward their own personal goals? The aim of the
organization is to align work behavior with organizational goals. It is
the responsibility of management, therefore, to develop measures that
will elicit organizationally desirable behaviors. These relationships are
illustrated in the model shown as Figure 5-1 (Werther et al., 1986).

The law of effect, the cornerstone of operant psychology, says that
behavior is a function of its consequences; positive outcomes reinforce
behaviors, which leads to their being repeated and expanded. Simply
establishing a measure and feeding back the results to the employee
can be regarded as a form of reinforcement; employees tend to work on
the basis of the measure in any circumstances. If there is a net incen-
tive for high performance, the link between behavior and the measure
will be stronger. The greater the incentive, the stronger the relation-
ship between the two.

The term net incentive indicates that many incentives and disin-
centives may operate in a given set of circumstances. For example,
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Organizational

Goals
A

Productivity

Measure <€———————
A

Incentives
FIGURE 5-1 Goals, measurement, and
Work - behavior model. SOURCE: Werther
Behavior et al. (1986:230).

peer pressure not to exceed production standards, the desire by some
for an easy job, and the tendency to socialize at work interact with such
positive incentives as financial rewards for high performance, opportu-
nity for promotion, satisfaction from a job well done, and many others.
Worker motivation is a complex issue; in taking all of that complexity
into consideration, the model suggests that the net incentive should be
positive and tied to performance.

Unfortunately, many organizational incentive systems are based
on productivity or other performance measures that are not in line with
organizational goals. Programmers, for example, may be measured and
rewarded for lines of code written per hour. Accountants may be evalu-
ated on the number of reports produced, and maintenance personnel
on the number of routine equipment overhauls performed. In each in-
stance (and many more), maximization of the measured criterion would
likely be counterproductive to the organization.

Following the same logic, the productivity measurement system at
each level of analysis should be developed to direct behaviors and per-
formance at one level of the organization to the goals at the next higher
level. These relationships are depicted in their ideal state in my Goal
Alignment model, Figure 5-2. Across the top of the model, the organi-
zation attempts to make business unit goals (at all intermediate levels)
congruent with organizational goals. Since the organization has no control
over the individual’s goals or the non-work-related goals of the group,
it must accept them as given and design the organization to be compat-
ible with them. For the sake of simplicity, this model does not consider
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Business Unit Higher Level ———3Organizational
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Goals Goals Goals
A 3
Individual Measures z » Business Unit ¥ ——>Organizational
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Individual Behavior )X » Business Unit ¥ ——>Organizational

Group Behavior Performance Performance

FIGURE 5-2 Goal Alignment model.

the compatibility of individual goals with group goals, or the resultant
effects on performance, but it assumes that the behavior of one or the
other, individual or group, is the basic unit of analysis determined by
the process.

Productivity measures at the individual or group level direct be-
haviors to the business unit goals, if properly aligned. That is, the in-
dividuals or groups will work to the measures; it is the responsibility of
the organization to ensure that the measures are in line with the goals.

Reading horizontally across the bottom of Figure 5-2, the model
indicates that the productivity (performance) of a business unit is a
direct function of the productive behavior of each of the individuals and
groups within the unit. In turn, organizational productivity is a func-
tion of the productivity of each of the units. The degree to which this is
true depends on the definition of productivity at each level and the in-
teractions among the elements. Also, in this ideal model, the individual
or group productivity results would sum to the productivity of the next
higher business unit and ultimately to the productivity of the organiza-
tion.

At the business unit level, managers will direct activities, allocate
resources, and make other decisions to maximize performance as speci-
fied in the measurement system (especially if rewards are tied to per-
formance). At each intermediate level of analysis, therefore, productiv-
ity measures should be selected and positioned such that the perfor-
mance of the unit directly contributes to the goals at the next higher
level.

The Goal Alignment model suggests that individuals, groups, and
business units are not goal driven, but measurement driven. The old
saying that “you get what is inspected, not what is expected” is rel-
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evant here. It is one thing for a firm to establish and communicate
goals. It is quite another to devise and implement measurement sys-
tems that can be maximized only by behavior and performance that
lead directly to goal accomplishment.

Organizations are real, not ideal. The Goal Alignment model, as
well as many of the other models and concepts in this chapter, repre-
sent targets toward which organizations should strive. The degree to
which they can achieve these targets, resolve the related issues, and
design perfect productivity measurement systems determines their prob-
ability of survival and success. Researchers can help in this effort by
empirically testing the relationships suggested in the Goal Alignment
model.

TWO MODELS OF INDIVIDUAL PRODUCTIVITY

From one perspective, virtually everything that is known about tech-
nology and the behavior of people at work is a factor affecting indi-
vidual productivity. Attempts to amalgamate all of that knowledge into
a comprehensive, unified theory of individual productivity would likely
prove fruitless. What is needed is a framework that will provide guid-
ance for theory development, model building, empirical studies, and
other forms of research. One such framework is the separation of the
factors affecting individual productivity into five distinet, but interact-
ing, sets of variables: (1) individual characteristics (e.g., size, strength,
stamina); (2) psychological variables (e.g., individual attitudes and be-
liefs); (3) sociological variables (i.e., factors that come into play when
individuals interact in groups of various sizes); (4) technological vari-
ables (e.g., tools, equipment, materials); and (5) system variables (e.g.,
policies, management style, communication systems).

Each of these sets of variables involves one or more disciplines; to-
gether they approach the boundaries of the body of knowledge of work.
Obviously, they overlap and interact. But somewhere within the com-
plex interactions of all of these variables lie the determinants of indi-
vidual productivity. Development of a comprehensive theory of indi-
vidual productivity is too much to ask, but perhaps it can be approached
as would building a cathedral—one stone at a time. To develop a theory
or build a cathedral, one needs plans and models. In this section, I
discuss two models of individual productivity that encompass a wide
range of variables. '

A Conceptual Productivity Model

Ruch and Hershauer (1974) developed the Conceptual Schematic
Productivity model to diagram the major influential relationships of a
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— Technology

= Task Capacity < Task Design

—— Physical Inputs

— Knowledge
—— Individual Capacity €—————— Skills
Productivity -€——— L—— Abilities
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— Individual Effort €——————+
L Beliefs

Uncontrollable Interference

FIGURE 5-3 A conceptual model of individual productivity. SOURCE: Adapted
from Ruch and Hershauer (1974).

number of variables that affect individual productivity. They catego-
rized the variables as primary factors, secondary factors, individual fac-
tors, organizational controllables, individual and organizational demo-
graphics, and bodies of knowledge or files of information. In this sec-
tion, I use a revised and greatly simplified version of their model (see
Figure 5-3) as a basis for explaining the principal influences on the
productivity of the individual worker.

In this Conceptual Productivity model, productivity is a function of
four major factors: task capacity, individual capacity, individual effort,
and uncontrollable interferences. Taken together, the first two factors
establish the potential productivity of the task. When this potential
meets the individual effort, moderated by possible interferences, the
actual productivity of the task for a given time period results. Interfer-
ence cannot be controlled by the individual worker, and it may or may
not be controllable by the organization. For example, material short-
ages and machine breakdowns might have been prevented by better
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scheduling or maintenance, but a general power outage caused by a
storm cannot be avoided except through backup procedures that are
not cost justified.

The basic components of each of the first three factors in the model
are identified in highly simplified form in Figure 5-3. Task capacity is
a function of the level of technology employed (the technological vari-
ables referred to earlier); the design of the task (one of many system
variables); and physical inputs (which span technological and systems
variables). Individual capacity is a function of the individual charac-
teristics that constitute the knowledge, skills, and abilities an individual
brings to a task. Finally, individual effort is a function of attitudes and
beliefs covering all of the cognitive characteristics of the individual that
motivate a person to productive behavior on the job.

In the original model from which this version is derived, Ruch and
Hershauer (1974) discussed direct and indirect causal relationships,
interactions among factors, feedback loops, possible trade-offs, and a
number of other refinements. One can easily see, even in the reduced
version of the model used here, that a change in the workplace, such as
the introduction of a more sophisticated data management system (tech-
nology), can have resounding effects for almost every element of the
model. Individual knowledge is suddenly obsolete, which leads to the
need for training by the organization. Attitudes and beliefs of the worker
(e.g., resistance to change, fear of job loss, the challenge of a new job)
will almost certainly be affected by the way the change is introduced
and implemented, the training provided, and the way postimplementation
activities are handled by management. But the degree and direction,
positive or negative, of these rippling effects are difficult to predict.
The resulting effect on individual productivity, given incomplete knowl-
edge of the interactions of these many variables, is far from certain.

The primary purpose of this model is to organize and enhance un-
derstanding of the complex interactions of many variables operating in
the workplace. It keeps the larger picture in view and thereby helps to
avoid the myopia of focusing on one variable and assuming that every-
thing else remains unchanged.

One important aspect of this model is that it separates potential
productivity (determined by the first two factors) from the achievement
of that potential (a function of the second two factors). It is one thing to
increase the potential productivity of a task through higher levels of
technology, better equipment and materials, more training, and the se-
lection of employees with excellent skills. It is quite another matter to
realize that potential in the form of sustained productivity increases by
all employees. From a problem-solving point of view, cases of “poor”
productivity should first be diagnosed as lack of potential, then a fail-
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ure to meet potential, or some combination of the two. The optimal
corrective action for one condition may fail if the other condition
ensues.

Similarly, if the capacity of the task is increased and productivity
remains constant or declines, one should look to the antecedents of in-
dividual effort or to instances of interference that could be corrected
through changes in system variables. If an incentive system has little
or no effect on productivity, one should explore the determinants of the
capacity of the task and the individual to see if they are at their techno-
logical limits.

This Conceptual Productivity model is a simplistic representation
of a highly complex system of interrelated variables that influence the
productivity of individual workers and, in turn, the productivity of higher
levels of the organization. It is intended as a framework within which
existing and future research can be organized with the aim of making
research results more meaningful and relevant to the needs of indus-
try. To some extent, this type of analysis, using even a simple frame-
work such as this one, may help explain the paradox of the lack of pro-
ductivity improvement from investments in information technology noted
in Chapter 2.

The Productivity Servosystem Model

Whereas the Conceptual Productivity model attempts to relate a
few major antecedents of productivity but with little emphasis on the
nature of their relationships, the Productivity Servosystem model de-
veloped by Hershauer and Ruch (1978) attempts to present a norma-
tive model that illustrates the interaction of factors influencing worker
performance (see Figure 5-4). As with the previous model, I use a sim-
plified version of the Servosystem in this discussion. Thus, many of
the factors shown in Figure 5-4 could be disaggregated into several lev-
els of analysis. The term performance is used in this model to indicate
productivity as well as other work-related behaviors.

Individual worker performance is shown as the focal point of the
model; organizational and individual factors either directly or indirectly
affect this performance. Any factor shown can be traced through the
model as an input to worker performance. In fact, many factors can
also be traced to performance as an output. Because of this feedback
effect and the time delay mechanism in the model, the model is called a
Servosystem.

The factors influencing worker performance are indicated in the
model in several ways. First, individually controlled factors are distin-
guished from organizationally controlled factors. Second, factors that
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may be changed significantly only in the long run are identified sepa-
rately. Third, some factors that control the rate of transfer of one or
more of the other variables are identified. Fourth, the model includes
time as an implicit factor since the feedback would take place over time.
The time factor is also explicitly included by the time delays shown at a
number of places in the model. These delays indicate that changes in
the factors to which they relate will affect performance rather gradu-
ally over time.

My colleague and I developed the Productivity Servosystem model
based on inputs derived from a review of the literature and informa-
tion we gathered during visits with several productivity-conscious or-
ganizations. The models by Lawler (1971) and Sutermeister (1969) were
particularly useful in forming the version of the model presented here.
In addition, the modeling procedures of industrial dynamics as devel-
oped by Forrester (1961) have guided the form we used.

Elements of the Model

A brief walk-through will help explain the elements of the model
and their relationships. Worker performance leads to reported mea-
sures of performance, buffered by the measurement system and meth-
ods of data collection. Performance data lead to various positive or nega-
tive rewards, which along with other factors, influence job satisfaction.
Within each individual there exists an effort/satisfaction ratio that re-
flects the equitable balance of effort expended and rewards received.
Correspondingly, the organization has an implicit effort/pay ratio (a
fair day’s work for a fair day’s pay). These two ratios combine with
other factors to determine the functional effort the worker brings to the
job.

The factor interaction block in Figure 5-4 indicates that the func-
tional effort of individuals is a complex phenomenon representing more
than a simple addition of the levels of factors that are direct inputs to
the individual. It is some function of the effort/satisfaction and effort/
pay ratios, the individual’s personal goals and general level of energy,
and work-related elements (e.g., working conditions and supervisory
methods). Also, different levels of performance elicit reactions within
the individual and among coworkers that may encourage or retard fu-
ture efforts, and that becomes part of the factor interaction.

The mental and physical energy of the worker can be directed to
making suggestions for improving the process (methods change effort),
moderated by organizational systems (e.g., suggestion programs), or it
can be directed toward functional effort. In routine, repetitive jobs,
some worker effort may be directed to impact-modifying behavior to
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relieve boredom. These actions may be nonproductive (e.g., taking un-
authorized breaks), or antiproductive, (e.g., stopping an assembly line
or damaging equipment). Impact-modifying behavior is moderated by
the degree of contention in management-labor relations.

The organization’s selection of capital, level of technology, and job
design combines with the worker’s abilities and skills to establish the
attainable performance level or potential productivity of the job. The
functional effort of the worker, in simplest terms, determines the de-
gree to which the potential is realized in actual performance.

Summary

The Servosystem model is intended to provide a theoretical foun-
dation for understanding and analyzing worker performance. Because
of the complex interactions represented by the variables and relation-
ships in the model, it may never be totally validated, nor is it likely
that “the formula” for the factor interaction block will ever be expressed
as an equation. The model does provide, however, a conceptual frame-
work for organizing current knowledge and directing research efforts
toward understanding individual productivity.

WHEN INDIVIDUALS BECOME GROUPS

Four considerations are key when combining measures of individual
productivity into evaluations of group or team performance and, ulti-
mately, organizational performance. The considerations are (1) the com-
plexity of group analysis, (2) differing inputs included at the individual
and group levels, (3) problems of aggregation, and (4) the need to align
measures with goals.

Complexity

As workers are formed into groups (independent members) or teams
(interdependent members), the factors affecting productivity become
more complex. Even in groups of workers who are loosely connected,
group dynamics begin to affect performance both negatively and posi-
tively; in interdependent teams those forces are intensified. Bottle-
necks, unbalanced work loads, inability to cooperate, feelings of ineq-
uity, and the “committee phenomenon” (in which all members gravi-
tate to the average) are just a few of the detrimental effects that can
emerge.

Conversely, teamwork can have positive, synergistic effects through
cooperation, mutual stimulation, combined skill and capability, sup-
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port, and mentoring. Some tasks can be performed only by a cooperat-
ing team, in which case individual contributions are obscured. For other
tasks, work is divided and assigned to team or group members by match-
ing the difficulty of the work with the seniority of the member. Under
any circumstances, the group level of analysis involves all of the influ-
encing variables of the individual level of analysis plus the variables
associated with group dynamics. Much research has been done on the
behavior of individuals within work groups, but often the dependent
variables include effectiveness, performance, goal achievement, satis-
faction, output, or other measures that may or may not be clearly de-
fined. Itis difficult to review these studies to determine if the findings
relate to the productivity of the group as it would be measured in an
output to input ratio.

Input Factors

At the individual level of work, the primary focus is on labor input;
it is difficult, sometimes impossible, to identify all the other inputs (ma-
terial, capital, and energy) associated with a specific job. At the orga-
nizational level, total productivity measurement systems demand that
all inputs be considered. In between (in work groups, departments,
divisions, and so on), the other factors of production may or may not be
considered in the measurements as circumstances dictate. The funda-
mental differences between total and partial measures of productivity
reduce the ability of decision makers to plan and control operations
across levels. Researchers experience similar barriers in attempting to
design studies in which individual productivity rates can be aggregated
to form measures of the productivity of work groups or business units.

At higher levels of analysis, such as departments within an organi-
zation, interactions among business units become relevant and the very
concept of productivity becomes more complex. For example, the pur-
chasing department may be very productive in its use of resources to
buy raw materials, according to the measures applied. However, if the
materials purchased do not meet specifications or arrive late, the pro-
ductivity of the fabrication department may be severely affected. Few
productivity measurement systems in place today would capture both
the productivity of the purchasing department (i.e., internal productiv-
ity) and the contributions (positive or negative) of the purchasing de-
partment to the rest of the organization (i.e., external productivity).
Conceptual research on organizational theory could be reframed in a
productivity context to help explain the effects of the many
intraorganizational relationships on the aggregation of productivity data
from the individual to the organizational level.
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Aggregation

Individual measures of productivity can be summed to form group
productivity data only if the group members are working at indepen-
dent, parallel jobs. Such is seldom the case, however. To the extent
that the members of the group are interdependent or performing dif-
ferent tasks, aggregation of the measures is problematic. It may make
more sense to identify the inputs and outputs of the group, which may
be different from the inputs and outputs of any individual, and form a
unique measure for evaluating group productivity.

Although unique group measures are feasible and useful, they may
lead to discontinuities. If individual productivity rates are high but
group productivity is low, explanations are difficult to derive, and mana-
gerial control becomes an onerous task. The problem is most likely
based in the incompatibility of the measures used at different levels of
analysis, but it is also possible that group dysfunctions and interfer-
ences are influencing factors. Research on the development of inter-
nally consistent measurement systems is needed to supplement and
clarify existing knowledge of work behavior and interactions within
groups. A first step in this direction is taken in the section below on
productivity linkages, which outlines seven possible types of linkages
that should be considered before attempting to aggregate measurement
data.

Goal Alignment

As noted above, measures of individual productivity or other di-
mensions of performance should be selected to align behaviors with or-
ganizational goals. The same should be true of business units (e.g.,
departments and divisions) within the organization. Strategic plan-
ning involves ensuring that the goals at one level of the organization
are consistent with those at each higher level so that the elements of
the organization do not work at cross-purposes. An ideal productivity
measurement system for an organization would align individual be-
haviors with group and organizational goals.

WORK GROUP STRUCTURES AND PRODUCTIVITY LINKAGES

As discussed above, the aggregation of productivity measures is one
of the major considerations in the study of the relationships among in-
dividual, group, and organizational productivity. If the mathematics
of aggregation is ever to be determined, the nature of the linkages within
the work group must be identified and classified.
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Types of Work Group Structures

McGrath’s (1984) comprehensive work on the interaction and per-
formance of groups provides many insights as to why the output of the
group may not be a simple summation of the output of the members.
In his review of Steiner’s (1966, 1972) work, McGrath stated:

[Steiner] notes that groups seldom perform up to the level of their best member.
Often, the quality or quantity of their performance is about what the second best
member’s ability would predict. Steiner considers the combined abilities of in-
dividual members—combined according to whatever rule is suitable for that
type of task, disjunctive, conjunctive, or additive—as representing the group’s
potential productivity. Actual group productivity, he argues, falls below poten-
tial productivity because of “process losses,” losses incurred in the process of
performing the task. He identifies two main types of process losses: motivation
losses (or, potentially, gains) and coordination losses (p. 58, emphasis in origi-
nal).

Much of the work of McGrath and others he cites has dealt with the
type of task or the interaction of the group with the type of task to be
performed. McGrath classified tasks into eight basic types: planning
tasks, creative tasks, intellective tasks, decision-making tasks, cogni-
tive conflict tasks, mixed-motive tasks, conflicts/battles, and perfor-
mances. He then related the types of tasks to the conceptual or behav-
ioral skills needed for task accomplishment and the conflict or coopera-
tion required within the group.

Separate from the type of task assigned to the work group, how-
ever, is the structure of the group itself. Structure refers to the roles
that each member of the group plays and the way in which the ele-
ments of the task are assigned to the members of the group, that is, the
organization of the work within the group. Attempts to aggregate indi-
vidual measures of productivity meet with varying degrees of success
depending on the structure and relationship of the workers in the group.
Different structures create different linkages between individual and
group productivity, and those linkages must be recognized in the ag-
gregation process.

A simple example illustrates alternative structures for the accom-
plishment of a given task. Imagine a bucket brigade composed of five
members whose objective is to transfer water from vat A to vat B. In
the classic bucket brigade, team member 1 dips from vat A and passes
the bucket through successive stationary members to member 5, who
empties the bucket into vat B. (Assume that there is an unlimited number
of buckets or that empty buckets can be tossed back to member 1.) With
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this structure, the productivity of the group is dependent on the slow-
est member, and if anyone on the team stops, the entire process stops.

An alternative structure would be to assign each member the job of
dipping from vat A, walking with the full bucket to vat B to empty it,
and then returning to vat A with the empty bucket. In this case, the
team members are decoupled (they become a cooperating group rather
than an interdependent team) so that a change in the productivity of
one member does not affect the productivity of the others directly (indi-
rect effects on the motivation of the others may occur). The productiv-
ity of the group is the simple summation of the productivity of the mem-
bers.

Consider one other alternative structure: Team member 1 dips from
vat A and sets full buckets on the ground. Team members 2, 3, and 4
pick up the buckets two at a time and carry them to a staging area near
vat B, where they leave them and pick up two empty buckets for the
return trip. The job of team member 5 is to pour the water from the full
buckets into vat B. In this structure, performance of the team mem-
bers is not as inexorably linked as in the first structure, but it is not as
independent as in the second. The productivity of the group is depen-
dent partly on the productivity of each member but also on the proper
balance of the three different jobs of dipping, carrying, and emptying.

Several conclusions follow from these examples:

1. Many alternative structures exist for the accomplishment of a
given group task.

2. The structure of the group creates linkages from individual pro-
ductivity to the productivity of the group that determine the effect of
changes in one member’s output on total group output.

3. Productivity measures at the individual level concentrate on
the number of repetitions of a job within a time period (number of buckets
passed per hour). At the group level, measures focus on task accom-
plishment (amount of water transferred from vat A to vat B) and on the
total resources used (number of person hours and number of buckets
used). (Note that each of the three structures used as examples above
requires a different number of buckets.)

In an effort to help explain the relationship of group structure to
productivity linkages, in the next section I identify seven basic types of
linkages. In practice, many combinations of the basic types of linkages
are possible and lead to a large number of variations.
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Types of Productivity Linkages

Direct

The simplest, but perhaps least common form of work group struc-
ture is one that is directly linked, that is, an increase or decrease in the
productivity of one individual has an immediate and corresponding ef-
fect on the productivity of the group. This can happen when the work
group is essentially a composite of independent workers considered as
a collective. Examples include salesmen, postal carriers, some mainte-
nance personnel, and others who can determine their own pace and are
essentially independent of intraorganizational influences.

Indirect

Often, some members of a work group do not create the group’s
output directly (the accounting classification of “indirect labor” may or
may not apply, depending on the level and unit of analysis). For ex-
ample, a team formed to create computer software may be composed of
six programmers, two clerical support personnel, and a project man-
ager. The productivity of the programmers is directly linked to the
output of the team, but the effect of the clerical personnel and the project
manager is indirect, albeit necessary and important.

Proportional

In many instances, an increase in the productivity of one member
of a work group will have an amplified or dampened effect on the pro-
ductivity of the group. For example, in a competitive atmosphere, a
productivity increase by one member may spur others to higher levels
of performance. Conversely, a drop in productivity by one member may
make the job of the other members more difficult by creating an imbal-
ance in the work load.

Unidirectional

Sometimes, a change in the productivity of one member affects the
productivity of the group in only one direction of change. For example,
in an assembly line or any directly interdependent work team, an in-
crease in productivity of one member may have the effect of creating
additional idle time for that worker but have no effect on the output
rate of the group. A decrease in productivity by that worker, however,
could create a bottleneck that directly lowers the productivity of the
entire group.
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Temporal

The effect of the change in productivity of one worker may be real-
ized in the productivity of the group or organization only after a time
delay. For example, a decrease change in productivity of a worker cre-
ating a component of a composite product (such as an automobile or
computer software) may not be felt until the stage in the process when
the complete product cannot be assembled because of a shortage of that
component.

Stochastic

Some work groups are loosely coupled and the degree of interde-
pendence among the members varies. In this circumstance, and per-
haps in many others, the effect on the group from the change in produc-
tivity of one worker can be estimated only in a probabilistic relation-
ship. For example, in a construction crew, one member’s increase in
productivity may have little or no effect on group performance in one
instance, and a direct or even amplified effect in another instance, de-
pending on the nature of the task.

Nominal

To make the classification complete, the case of “no effect” must be
included. Many jobs within a group or organization are necessary but
have no direct effect on the measurable output of the unit; they enable
the direct workers to be productive. Security, custodial services, and
food services are examples of such jobs. For each of these jobs (secu-
rity, for example), the productivity of the workers can be measured, but
the linkage to organizational productivity is difficult, if not impossible,
to establish.

RESEARCH NEEDS

Despite the widespread use of productivity measurement systems
in all types of organizations today, many unresolved problems remain.
In this section I discuss a number of the important problems in order to
stimulate further study of ways to reduce the adverse effects of these
problems on the measurement of individual productivity.

Determining the Unit of Output

Ideally, the output being measured should be physical units of a
valued finished product. For some standardized manufacturing opera-
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tions, counting the units produced approaches this ideal. For most jobs,
however, problems of combining dissimilar outputs and identifying in-
tangible outputs arise.

Dissimilar outputs can be combined by using a common surrogate
unit or through some form of weighting. Beech Aircraft, for example,
aggregates across different types of airplanes by using tons of aircraft
produced. As strange as this may sound, the company found that, gen-
erally, a plane that weighed twice what another plane weighed was
more complex and took twice as many resources to produce (personal
communication between author and Beech Aircraft executives). In many
instances, this same reasoning can be applied to individual production
jobs.

Programming operations, in an effort to get away from counting
lines of code, have experimented with “function points” (i.e., number of
functions performed within a program) as a measure of output. Com-
puter manufacturers may use units of computing capacity produced to
enable them to aggregate large and small systems delivered. If engi-
neered standards are available, total production expressed in standard
hours is a legitimate measure of output, no more or less accurate than
the standards used. Price weighting, using discounted prices, may be
the most common form of combining dissimilar outputs.

Identifying intangible outputs common to many white-collar and
service jobs requires ingenuity and a clear knowledge of objectives and
process parameters. Transactions completed, customers served, and
reports processed are common measures in these circumstances. Of-
ten, the measures of output are unique to the particular job, as in briefs
filed, claims processed, or copy machines cleaned. Knowledge work,
such as supervision, management, R&D, and consulting, presents spe-
cial problems in measuring output. Although some progress has been
made in this area, much productivity measurement research remains
to be done to develop relevant measures of output for nonmanufacturing
applications.

Determining the Unit of Input

Individual jobs require labor, material, capital, and energy. Asnoted
above, however, at the individual level of analysis the focus is gener-
ally on the labor component. Energy is seldom associated with an indi-
vidual job because of the difficulty of identifying energy use for a par-
ticular operation. Capital and material may be ascribed to the indi-
vidual level (as in units produced per machine-hour or per pound of
raw material) if the capital and material are dedicated to the individual
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job and are under the control of the operator. Mainly, the unit-of-input
problem centers on the appropriate way to measure labor.

Labor can be measured in physical terms as hours worked, hours
at work (includes breaks, for example), or hours paid (including vaca-
tions, holidays, and time off), depending on the purpose and the time
horizon of the measurement system. Like outputs, labor inputs can be
weighted by their discounted wage rates to reflect the different skill
levels of workers and to permit aggregation.

Limiting individual productivity measures to the labor input is com-
monly accepted. However, it must be understood that the productivity
of labor can be profoundly influenced by changes in capital, material,
or energy, which are not captured by the measure. Research using only
labor productivity as a dependent variable should establish controls for
possible effects on productivity of other factors of production.

Productivity Versus Quality

The productivity-quality debate often stems from definitions of the
two terms. If quality is defined in its broadest sense as meeting or
exceeding customer expectations, then a document printed on a laser
printer is of higher quality than one printed on a dot matrix printer
even though both documents are error free. An alternative definition
of quality, meeting technical specifications, would count errors in the
document as defects but would consider the laser-printed document as
a completely different product from the one printed on a dot matrix
printer. The productivity paradox in information systems may derive
to a great extent from this point. The investment in information tech-
nology may not increase the quantity of documents produced (it may,
in fact, greatly reduce it), but the quality (in both meanings of the term)
of the information may have been improved greatly. If the information
is more timely, more accurate, and in a more meaningful and usable
form, has productivity increased? Resolution of this debate will de-
pend on better definitions and measures of output that take into ac-
count changes in customer expectations for quality.

If quality is limited to the definition of meeting technical specifica-
tions, the idea that improved productivity is achieved only at the ex-
pense of reduced quality is a misconception. First, the definition of
productivity and its associated measures must reflect the production of
acceptable products and services meeting all quality specifications.
Reduced quality, therefore, would automatically reduce productivity.
Second, reduced quality leads to returns, scrap, rework, and produc-
tion disruptions, all of which consume resources without producing valued
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outputs. Elimination of the causes of defective products and services
releases resources for more productive uses.

Although this idea is now well understood, industry’s measures of
productivity at the individual level seldom contain a quality compo-
nent. As firms accept quality as a higher priority and redesign jobs to
include quality checks, this problem will be relieved somewhat. But
many individual productivity measurement systems should be revised
to account for defects that are produced but not detected until later in
the process.

The controls afforded the researcher in the design and conduct of
experiments permit the development of productivity measures that sys-
tematically account for quality variations on a number of dimensions.
Omission of quality as an integral part of productivity measurement is
a serious flaw in the research design.

Productivity Versus Performance

At the individual level, productivity measurement tracks how well
the worker applies talents and skills, using materials and equipment,
to produce products and services within a specified time period. Al-
though this is fundamental to success, it is not total performance. If
the design of the jobs, the measurement systems, and the evaluation
and reward systems are not aligned with the corporate strategy and
reinforced at all levels of management, productivity is hollow. It is at
best efficient, but it may also be inconsistent with the overall direction
of the organization and therefore useless in the long run.

Even if jobs are properly aligned with organizational strategies, coun-
terproductive behaviors by workers, such as poor attendance, tardiness,
unauthorized breaks, socializing, and performing personal work, may
not be captured by a particular productivity measure. Absenteeism,
for example, may not be counted as an input even though the firm pays
for the hours missed.

On the positive side, however, every employee has the opportunity
to make contributions to the organization that may be recognized only
by observation. Workers may make suggestions for improvement or
may be exceptionally effective at satisfying customers in direct contact
positions, yet those contributions may not be reflected in the productiv-
ity measure. “Has a positive influence on fellow employees” and “has
an outstanding record of problem solving” are examples of factors that
should be recognized over and above basic productivity.

Productivity research should take these basic differences into ac-
count. At the very least, the research study should clearly delineate
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between measures of productivity and measures of performance rather
than using the terms as vague synonyms.

Productivity Measures Versus Financial Measures

At the organizational level, a firm may be highly productive but
fail because of its inability to manage prices, costs, cash flows, and debt.
A firm, therefore, will track many aspects of performance besides total
firm productivity.

At the individual level, however, the emphasis usually is on pro-
ductivity and cost per unit produced. Currently, a major thrust in cost
accounting research is attempting to revise methods for assigning over-
head costs to products and services produced (Cooper and Kaplan, 1991).
These efforts may make the connection between productivity and cost
more compatible and more meaningful at the individual level of analy-
sis. Productivity researchers, however, should continue their efforts to
develop individual-level productivity measurement systems that can
be integrated with these new developments in unit cost analysis.

Measurement Error

No measurement system is perfect; a variance between actual and
measured results will likely always exist. The variance can be reduced,
however, by reducing simple errors (not counting correctly), reducing
conceptual errors (not counting the right things), checking the reliabil-
ity and validity of surrogate measures, and verifying the logic of using
pseudoproductivity measures (such as measuring activities as an indi-
cator of results).

Two dangers arise in attempting to reduce measurement errors,
however. First, by trying to meet all criteria, the measurement system
may become so complex that it loses its practicality. Second, the near-
perfect measurement system may generate such high demands for data
gathering and analysis that the cost of the system is not justified and
the results are not timely enough to be useful. Although reducing mea-
surement error should be a continuing goal, a compromise between this
goal and the usability of the measure is generally in order.

Misuse of Measures

Much has been written about developing systems for measuring
individual productivity; less has been said about how the results of the
measures are to be used. A number of the considerations raised in this
section imply misuses of productivity data, such as measuring a worker
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for factors outside his or her control. Other common misuses include
using the results as a whip to speed the pace of work or to place blame
on a worker for poor performance. Unfair comparisons, such as using
the same measure under vastly different circumstances, can also cause
problems.

Research into the development of a system for measuring individual
productivity should not stop when the system is implemented. The
integration of productivity measures with other measures of performance
should be documented, and the effective and ineffective uses of produc-
tivity data should be explored.

CONCLUSION

The challenge before researchers and practitioners is to develop in-
ternally consistent and comprehensive productivity measurement sys-
tems that account for the productivity of individual workers, work groups,
business units, and organizations. The degree to which this goal can
be achieved will determine the ability of organizations to manage re-
sources effectively and direct human effort toward organizational goals.
It may help them regain the industrial leadership they have lost and
understand the apparent paradoxes that ensue when expected produc-
tivity gains are not realized. Consistent productivity measurement sys-
tems will enable researchers and practitioners to speak a common lan-
guage as they each play their role in solving the problems associated
with poor productivity growth.

The difficulty in developing a comprehensive productivity measure-
ment system stems from a number of factors, in particular the follow-
ing:

¢ The concept of productivity is still often misunderstood; discus-
sions of the relationship of productivity to effectiveness, efficiency, quality,
innovation, and financial or behavioral measures of performance take
the form of debates. A common definition of productivity, at all levels
of organizational analysis, is a prerequisite for the development of a
comprehensive measurement system.

* Attempts to aggregate individual productivity measures or to
disaggregate organizational measures are thwarted by the dissimilar-
ity in measures of output. At the individual level, output is often counted
in physical units of product produced or service provided. At higher
levels of analysis, different outputs from different sources are combined
in some form of weighting scheme, sometimes using cost or price data
that are incompatible with financial measures at the individual level,
given current cost accounting methods.
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* On the input side of the productivity ratio, individual produc-
tivity is often measured only against labor input, and labor may be
counted in a number of different, but acceptable, ways. At the organi-
zational level, a total factor approach is often used, that is, inputs con-
sist of labor, materials, capital, and energy.

* In most organizations today, the amount of indirect or manage-
rial work far exceeds the direct labor associated with producing prod-
ucts and services. The productivity of indirect labor and, to a lesser
extent, managerial efforts can be measured in terms of results achieved
and resources consumed. Often, however, the contribution of these ac-
tivities to the productivity of the organization is unclear. If the organi-
zation was evaluated strictly by the value of products produced rela-
tive to inputs, it would have, for example, no training function; but such
myopic views would never be accepted by the enlightened manager.
Current productivity measurement systems suffer from an inability to
capture and integrate the contribution of indirect functions, such as
training, into the productivity equation for the organization.

¢  When individuals are formed into work groups or teams, link-
ages are formed between the effort of the individual and the output of
the group. The nature of the linkage is dependent on the structure of
the group, characteristics of the individuals, psychological factors, so-
ciological factors, technological variables, and system variables. The
complex interactions that take place in cooperative productive behav-
ior, however, are seldom captured in common productivity measure-
ment systems. In their efforts to understand and control work group
behavior, managers and researchers alike are hampered by inadequate
measurement systems.

Progress toward the goal of developing internally consistent and
comprehensive productivity measurement systems will require a joint
effort between practitioners and researchers. Greater understanding
of the concept of productivity, common definitions of terms, and the
building of conceptual models of productivity provide the requisite frame-
work to develop and refine productivity measures. Better productivity
measurement will help to organize and unify the building of a common
body of knowledge on productive behavior.
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The Influence of Organizational Linkages
and Measurement Practices on
Productivity and Management

D. Scott Sink and George L. Smith, Jr.

There are at least three world views regarding the productivity para-
dox:

1. There is no paradox. Information technology (IT) and other
improvement interventions are improving performance. Researchers
and practitioners simply cannot measure the improvement.

2. Thereis a problem but not a paradox. Improvement initiatives
are not being driven by rationality or profound knowledge (defined be-
low). They are more like random-walk processes, initiated on the basis
of what is in vogue or what is easily available, not on the basis of what
makes sense or will work best. Thus, the problem is not necessarily
with measurement but with the quality of decision making.

3. There is a paradox, and addressing it is confounded by the lack
of systems thinking, lack of profound knowledge, and inadequate mea-
surement methodology.

We believe the third view is the most accurate.

The productivity paradox has a threefold nature. It is a measure-
ment problem, a management and decision-making problem, and a com-
bined problem of strategy, action, and measurement. In this chapter
we present a conceptual model that portrays the organization, its man-
agement system, and the planning process in a way we hope will stimulate
a thorough reexamination of managerial planning and decision mak-
ing and some of the fundamental notions regarding performance. We
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explore the relationship of the measurement function to performance
at the individual, group, and organizational levels in a way that inte-
grates measurement, planning, and managing the organization. We
also discuss research issues associated with the use of measurement to
support improvement and to address linkage questions. The alignment
of strategies, actions, and measures is a key theme in this chapter.!

LINKAGES AND PROFOUND KNOWLEDGE

Many organizational improvements are undertaken without knowl-
edge of cause-and-effect relationships. Some are undertaken because
they are the “in” thing to do; others are undertaken because they are
believed to be the “right” thing to do. Some improvements, however,
are initiated based on evidence that they will improve performance.
Sometimes the interventions do improve the performance of certain
subsystems, but the improvement cannot be tracked either horizontally
or at higher levels of the organization. One expects that the interven-
tions will cause a change in performance because there are linkages
among entities within levels as well as between levels of the organiza-
tion.

Deming (1986, 1991) and Goldratt (Goldratt and Cox, 1986; Goldratt
and Fox, 1986) provide good examples of how failure to understand link-
ages can lead to interventions at one level having neutral or negative
outcomes, particularly at the level of the macro system. Defining spe-
cifically what linkages are expected is critical in developing a perfor-
mance measurement methodology. Much evaluation research simplis-
tically assumes that an improvement at one organizational level will
automatically cause an improvement at another level. Linkages are
far more complex, however. Implementing an intervention in a given
entity can cause multiple dimensions of performance to improve within
the entity itself and, then, in other entities through linkages.

Deming (1986, 1991) suggests that making an improvement inter-
vention in one entity and projecting positive performance linkages at

'We would like to express our appreciation to sponsors and collaborators of the
Virginia Productivity Center (VPC) for continuing support of this research and
development. This chapter was prepared in part with funds from a Virginia
Productivity Center Internal R&D Grant 438566 focusing on the Organization
of the Future. In particular, National Grocers of Canada; RHODIA, S.A.; Na-
val Aviation Depot, North Island; Department of Energy, Office of New Pro-
duction Reactors; Norfolk Naval Shipyard; and Naval Sea Systems Commands
05, 06, and 07 have supported our R&D in the area of planning and measure-
ment through grants and contracts.
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the next higher level or within other entities at the same level require
profound knowledge. He describes profound knowledge as comprising
theory of systems, theory of variation, theory of psychology, and theory
of knowledge. Itis the blending of wisdom, experience, conceptual and
operational understanding, skill, and judgment. We would add that it
also includes understanding the organizational system and well-founded
beliefs concerning cause-and-effect relationships. This is the crux of
the paradox, in our opinion. Many managers involved in performance
improvement do not have profound knowledge. Often, improvement
interventions are implemented not with the aim of optimizing the larger
system’s performance, but rather with the aim of maximizing the per-
formance of an individual or a subsystem. It can be argued that lack of
systems thinking is at the heart of the productivity paradox.

A SYSTEMS MODEL OF ORGANIZATIONAL PERFORMANCE

A management system comprises three elements: who manages,
what is managed, and how managing is done (i.e., the “tools” and meth-
ods used to convert data to information). An organizational system is a
component of a management system; it is “what” is being managed. An
organizational system has upstream systems (suppliers, vendors, other
providers); inputs (labor, capital, energy, materials, and information
and data); value-adding processes; outputs (goods and/or services); down-
stream systems (customers); outcomes (profits, customer satisfaction);
and up-line systems (parent organizations, hierarchically superior sys-
tems). The Management Systems model shown as Figure 6-1, which
was adapted from Kurstedt (1986) and Sink and Tuttle (1989), depicts
a systems view of an organizational system.

The management team (i.e., “who” does the managing) makes deci-
sions and takes actions aimed at improving the performance of the or-
ganizational system. Performance is multidimensional, and ambiguity
and inconsistency regarding the criteria for measuring are major prob-
lems common to researchers and practitioners involved with the mea-
surement of organizational performance. Operational definitions, which
express the performance criteria in measurable terms, are sorely lack-
ing in the literature and in practice. Thus, confusion reigns in the field
of measurement as it relates to organizations. Less confusion exists
regarding individual-level performance because industrial psychologists
have established more specificity in the terminology used. Nonetheless,
considerable variance exists among disciplines such as industrial engi-
neering, industrial sociology, industrial psychology, organizational be-
havior, and human factors engineering when it comes to measurement
terminology.
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FIGURE 6-1 The Management Systems model. SOURCE: Adapted from
Kurstedt (1986); Sink and Tuttle (1989).

In the absence of accepted operational definitions of performance
and its components, the task of measuring and evaluating improve-
ment is difficult. Researchers and practitioners become “wrapped around
the axle” because there is no agreed language of performance measure-
ment. They operationalize performance criteria differently because they
have not grasped the fundamentals. Yet their hypotheses regarding
what will actually improve if an intervention is made (e.g., IT) are cru-
cial to understanding the productivity paradox.

Our ongoing and recently updated review of the literature (in prepa-
ration) confirms that there are at least seven interrelated and interde-
pendent performance criteria for an organizational system: (1) effec-
tiveness, (2) efficiency, (3) productivity, (4) quality, (5) quality of work
life, (6) innovation, and (7) profitability (profit center) or budgetability
(cost center). These seven criteria are substantially inclusive but not
necessarily mutually exclusive. They represent level zero in a mea-
surement-breakdown structure. An intervention to improve the per-
formance of an entity may be expected to improve one or more of the
seven basic criteria. For example, is it reasonable to expect that a spe-
cific IT intervention will increase productivity (output/input), or might
it be more reasonable to expect that it will improve the quality of the
output, which may be difficult to discern in measurements of produc-
tivity? Below we define each of the seven performance criteria. Their
integration in the Management Systems model is depicted in Figure 6-2.

As seen in Figure 6-2, effectiveness focuses on the output side of an
organizational system. An example of an indicator of effectiveness is
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FIGURE 6-2 The Management Systems model integrating quality checkpoints
and performance criteria. SOURCE: Adapted from Kurstedt (1986); Sink and
Tuttle (1989).

actual output versus expected output. Attributes commonly used to
refine the effectiveness criterion are timeliness, quality, quantity, and
price/cost (i.e., value). An example of an operational definition is ac-
complishment of the right things on time, within specifications or expec-
tations. The word right highlights the fact that effectiveness often in-
corporates elements of judgment, uncertainty, and risk.

Efficiency focuses on the input side of an organizational system.
An indicator of efficiency would be resources actually consumed versus
resources expected to be consumed. The same four attributes of timeli-
ness, quality, quantity, and cost/price are often used to refine the mea-
surement of efficiency.

Quality is pervasive throughout the organizational system. One
can stop short of a thorough operational definition of quality by espous-
ing the overly simplistic but often-cited adages “quality is conformance
to requirements” and “quality is making the customer happy.” How-
ever, one can do business with an operational definition (Deming, 1986).
It is a definition from which one can measure. Assigning a number to
each element of the Management Systems model shown in Figure 6-1
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vields five quality checkpoints (see Figure 6-2). Quality checkpoint 1
(q1) is the selection and management of upstream provider systems;
quality checkpoint 2 (q2) is incoming quality assurance; quality check-
point 3 (q3) is in-process quality management; quality checkpoint 4 (q4)
is outgoing quality assurance; and quality checkpoint 5 (g5) is proactive
and reactive assurance that the organizational system is meeting or
exceeding customer needs, requirements, expectations, specifications,
and desires (perhaps even including understanding the customer’s la-
tent quality desires). These definitions, at the checkpoint level of speci-
ficity, get one closer to an understanding of total quality. The extent to
which an organizational system is measuring and managing the per-
formance of quality at each of the five checkpoints, over time, is an
indication of whether total quality is being managed. This is not circu-
lar reasoning; it is the application of systems thinking to quality man-
agement.

Productivity is the relationship between what comes out of the or-
ganizational system and what is consumed to create those outputs. It
is a set of ratios and indices comparing output to input. Taking a static,
snapshot approach to measuring productivity yields ratios that can be
analyzed over time (e.g., a run chart). Taking the dynamic approach
yields indices (ratios over ratios) that provide rate-of-change informa-
tion. The definition of productivity is one of the simplest of the seven
criteria; operationalizing it is the difficult part. The problem most re-
searchers and practitioners have with measuring productivity is that
of capturing all the outputs of an organizational system (inputs are
relatively easier to capture). People often allow their emotional and
intuitive understanding of productivity to cloud their attempts to mea-
sure this criterion.

Quality of work life is the affective response of the people in the
organizational system to any number of factors, such as their job, pay,
benefits, working conditions, coworkers, supervisors, culture, autonomy,
and skill variation. Measuring quality of work life suggests that one
must measure these affective responses and evaluate changes in them
over time. Standard instruments have been devised to do this. How-
ever, surrogate indicators, such as turnover and absenteeism, are often
used as correlates of quality of work life.

Innovation is the reactive, proactive, creative, and successful re-
sponse to changes (perceived or otherwise) in the internal and external
environments of an organizational system. Innovation can include prob-
lem solving or opportunity capturing. The linkage issue is particularly
salient for this aspect of performance. Organizations in the United States
have traditionally attempted to encourage innovation largely through
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individual-based suggestion systems. World-class organizations, how-
ever, have developed group processes for sparking quality proposals for
improvement. Today, world-class organizations monitor the quantity
and quality of team-generated proposals that are developed and imple-
mented. Team-based processes build quality in, reduce reject rates,
improve motivation, make sustaining the process of employee involve-
ment in innovation and improvement easier, and yield much higher
payoffs. The U.S. levels of performance in this area pale by world-class
standards: 1 to 2 proposals per employee per year with a 10 to 50 per-
cent implementation rate versus 40 to 50 proposals per individual/team
per year with an 80 to 90 percent implementation rate. By world class
we mean best of best, best in class, highest level of performance for a
given system or process regardless of industry. Clearly, there are world-
class performances in North America; however, in key industries and
for key processes and systems and at an aggregate level, North Ameri-
can business and industry have clearly been faltering over the past 30
years (Grayson and O’Dell, 1988; Kottler et al., 1985). This is clearly a
linkage issue relative to individual- and group-focused performance
improvement processes. Historically, U.S. managers have had diffi-
culty in distinguishing between situations in which groups are appro-
priate and situations in which an individual approach is more appli-
cable. The result has been weakened linkages among individual, group,
and organizational performance (Kanter, 1983; Kanter et al, 1992; Lawler,
1986; Mohrman et al., 1989; Weisbord, 1991).

Profitability (relevant for profit-center organizational systems) mea-
sures the relationship between revenues and costs. An analogous cri-
terion, budgetability (relevant for cost-center organizational systems),
measures the relationship between what the organizational system said
it would do and the cost, and what it did and the actual cost.

Figure 6-3 portrays the relationships among the seven criteria. The
model is conceptual and provides only rough-order relationships. The
approach we advocate is to consider these seven criteria as variables
that explain variation in performance. One might benefit from being
able to pull certain variables in and out of an analysis to see which
ones explain variation in performance for a given organizational sys-
tem, much as one would do in a multiple regression analysis. In defin-
ing and understanding each of the seven criteria, one might attempt to
“partial out,” as in a stepwise regression analysis, the other six. Lack-
ing precise tools, this is difficult to do. However, once all seven criteria
have been defined and are understood individually, the seven together
can be used to examine linkage effects.
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FIGURE 6-3 A conceptual model of the relationships among performance cri-
teria. SOURCE: Sink (1993).

MEASUREMENT, LINKAGES, AND MANAGING ORGANIZATIONAL
PERFORMANCE: FOUR GUIDELINES

A management team makes decisions and takes actions aimed at
(1) ensuring that the organizational system performs, (2) ensuring that
the organizational system continually improves its performance, and
(3) responding to problems and crises. To ascertain whether its deci-
sions and actions are working, the management team measures for the
purpose of obtaining selected data. Those data are then converted into
information, which is portrayed and perceived by the management team.?
The management team formulates or reformulates decisions and ac-

By portrayal, we mean the manner in which data are presented to a user.
Examples of different portrayals would be tables, run charts, histograms, bar
charts, and spreadsheets. By perception, we mean the process by which users
convert data to information, that is, what they perceive to be the information
content in portrayed data. A little is known about how cognitive styles influ-
ence the portrayal-to-perception interface; for example, the Myers-Briggs Type
Indicator provides insights into how users prefer to collect data (sensory ver-
sus intuition) and how they prefer to process data (thinking versus feeling;
Benfari, 1991). Visible management systems are currently popular for
operationalizing the interface between informational portrayal and informa-
tion perception and for supporting decisions and actions aimed at improving
performance (Akao, 1991; Greif, 1989).
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tions based on this feedback. We address this cycle, known as the im-
provement cycle, or the PDCA cycle (plan, do, check, act; see Deming,
1986; Shewhart, 1939), in more detail later in this chapter.

The transformation of performance data into management infor-
mation requires an understanding of the linkages that relate the ac-
tivities of individuals, groups, and the organization as a whole. In the
process of identifying and then modeling those linkages, one must pay
particular attention to the way in which performance is measured and
productivity is assessed at the different levels of the organizational
hierarchy. The literature and our own experience suggest the follow-
ing four guidelines for constructing performance measurement systems
for organizations. Each of the guidelines is examined in turn below.

1. Anorganization’s system of performance and productivity mea-
sures should be designed to support and complement the organization’s
mission and objectives. Strategies, actions, and measures should be
aligned.

2. The system of performance measures should reflect the differ-
ing needs and perspectives of managers and leaders at various levels of
the organization. Measurement systems should be user driven.

3. Measures of performance should be flexible and dynamic in light
of changes within the organization and its operating environment.

4. Reliance on traditional performance and productivity measures
can be problematic because they are unlikely to provide all the infor-
mation needed to model the relationships across organizational levels,
or even to assess organizational performance and productivity completely.

Guideline 1: The Measurement System Should Support
the Organization’s Mission and Objectives

In the preface to their book The New Performance Challenge, Dixon
et al. (1990:5) state, “The goal is to achieve better alignment among the
organization’s strategies, actions, and measures.” The alignment sought
by Dixon et al. is especially critical because an organization involves,
first and foremost, the coordinated actions of individuals and groups.
Understanding the effect measurement has on individuals and groups
can provide the organization with a powerful key to unlocking the per-
formance and productivity of sociotechnical systems. The mechanism
that controls this effect is contained in the principles of behavior modi-
fication.

Measuring performance has a dual effect. According to the prin-
ciples of behavior modification, measurement not only generates data
regarding individual or group performance on a particular task, it can
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also help to modify the performance that is being measured. Powerful
motivation can be provided by feedback on one’s performance, often re-
ferred to as knowledge of results (KOR). Feedback is one of the five
core job dimensions in job characteristics theory (Hackman and Oldham,
1976). Measuring and feeding back the results of positively regarded
behavior can increase its frequency of occurrence, and measuring and
reporting unacceptable behavior can decrease its frequency of occur-
rence (Fitts and Posner, 1968:26-31).

Designers and users of management information systems must re-
alize that performance measures provide KOR and must take positive
action to take advantage of their effects. Regardless of whether they
do or not, the effects will be present, and the results can be disastrous
if inappropriate KOR is given. For example, designers and users of
management information systems typically focus their attention on gen-
erating business or financial information. But in doing so, their exclu-
sive view is that these measures of performance and productivity are
the raw data from which decision makers extract the information needed
to perform managerial functions. They ignore the behavioral conse-
quences that accompany measurement. As organizations become more
willing to locate operational and tactical decision making closer to the
point of production, an interesting phenomenon appears. In an em-
powered work group, the user of performance data is often also the one
whose performance is being measured and portrayed. To the extent
that the system of measurement simultaneously reflects and reinforces
the personal goals of the individual workers and the operational and
tactical objectives of the organization, the system generates data for
decisions and motivates individual or work group effectiveness (i.e., the
accomplishment of unit objectives) (Akao, 1991; Dixon et al., 1990; Hall
et al.,, 1991; Mali, 1978; Sink and Tuttle, 1989:143-152). When the mea-
surement system is not designed in a way that achieves this positive
alignment, the organization’s productivity can be sabotaged by its own
information system (Goldratt and Cox, 1986; Sink and Tuttle, 1989:143-
152).

In an era of increasing lower-level empowerment to make decisions
and solve problems, congruency of strategy, actions, and measurement,
at all levels of the organization, is paramount. Lack of such congru-
ency will become more crucial in the future. As organizations deploy
quality policy and empower teams at all levels to solve problems and
make decisions aimed at improving performance, ensuring alignment
is crucial to coordination and cooperation. If that local optimization
and global suboptimization will be the result. Clearly, effective infor-
mation and knowledge sharing is key to achieving congruency. Lawler
(1986) has argued that sharing information, knowledge, power, and then
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rewards, in that order, will be in the future to creating congruency. As
the premium on flexibility, adaptability, responsiveness, and innova-
tion increases, sharing information and knowledge to ensure that strat-
egies, actions, and measures are aligned will become more important.
The nonexistence of measurement in most office, professional, and tech-
nical settings and, where measurement exists, the noncongruence of
goals and actions may well be part of the productivity paradox. This is
clearly the case in academic settings. The measurement and reward
systems, perhaps unwittingly, seek to optimize the performance of the
individual faculty member. When a departmental chairperson com-
plains that the faculty members do not think departmentally and urges
them to work as a team, it is simply an exhortation. (Deming [1986,
1991] defines an exhortation as a goal that is set in the absence of a
method by which to achieve the goal. In this sense, seeking to improve
the performance of the department when the measurement system fo-
cuses on the individual is merely an exhortation.)

In light of the foregoing discussion, the system of measurements
adopted by the organization must be viewed as a part of the total sys-
tem of performance portrayal and incentives provided by the organiza-
tion. The system of measurements must be designed as a total system;
otherwise, the organization will optimize a subcomponent and often
thereby suboptimize the system. This phenomenon seems to be wide-
spread in U.S. organizations (Deming, 1991; Dixon et al., 1990; Ham-
mer and Champy, 1993; Senge, 1990). If organizations fail to do a bet-
ter job of integrating strategy, action, and measurement, the best that
can be said will be that they passed up an opportunity to increase orga-
nizational effectiveness. In the worst case, they might elicit or rein-
force counterproductive behavior. Case examples of counterproductive
performance are fairly frequent in the literature (e.g., Deming, 1991;
Kerr, 1975; Senge, 1990) and common in personal experience.

Guideline 2: A Performance Measurement System Should
Reflect the Differing Needs and Perspectives of Managers
and Leaders at Various Levels of the Organization

A brief set of examples will illustrate the differences in the infor-
mation needs of decision makers at various levels of the organization.
Consider first the operational level, typically the individual level of the
organization. Whether on the shop floor, at a retail sales counter, or in
a classroom, the operational decisions that must be made are typically
for action in the immediate planning horizon. Making a process ad-
justment, responding to a customer complaint, or finding a new way to
explain a particularly difficult concept requires knowledge of the situa-
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tion at hand and calls for application of expertise in real time. At the
work-group level, planning a monthly production schedule, determin-
ing the number of additional clerks to call in for the upcoming sales
period, or establishing the annual roster of course offerings is a tactical
issue and has a longer planning horizon (typically measured in weeks
or months). On the other hand, an executive-level or organizational-
level decision to pursue a new line of products, establish an advertising
campaign to attract a new class of customer, or develop a program of
evening courses to serve the needs of nontraditional or working stu-
dents is a strategic matter and has a planning horizon that can be sev-
eral years in length. These three levels of decision makers—first-line
employees, management teams or work groups, and executives—are
typically positioned at the three levels in the organizational hierarchy.
Even though these distinctions are being blurred by attempted shifts
to self-management, the distinctions still exist.

Not only do the decision makers at various levels of the organiza-
tion deal with different planning horizons, but more often than not,
they need very different and very specific kinds of information to sup-
port the decisions for which they are responsible. Finally, their organi-
zational objectives are expressed in differing degrees of specificity, and
the type of information they need to determine whether their decisions
are moving their particular unit toward the accomplishment of those
objectives may differ radically on many dimensions. The following list
summarizes some of the attributes performance measures should have
and the way in which the measures relate to the organizational hierar-
chy.

As a basis for motivation and incentives, measures should

¢ allow for disaggregation of outcomes as a result of human ef-
fort (controllable factors) versus external (uncontrollable) fac-
tors;

* Dbe relevant to the desired behaviors;

*  be comprehensive enough to ensure balanced performance; and

* be accepted by those whose performance is being measured.

For assessing and evaluating organizational entities, measures
should

* be specific to the mission of a given individual or unit; and
* be sensitive to the idiosyncrasies of the particular unit entity
being controlled, scheduled, or managed.
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For strategic planning and policymaking, measures should

* provide information regarding change over time so trends can
be ascertained and

* be sufficiently standardized to allow comparison among enti-
ties and also to establish benchmarks for comparison with other
organizations.

Regardiess of the application, measures should

* measure what they are supposed to measure (be valid);

e reflect the actual content of the activity measured (be unbiased);

e reflect the full range of states of the particular attributes or
variables being measured (be representative);

* move when “things change” and not move when they do not
change in the appropriate direction;

* be intelligible to the users of the measures;

* give the same value when assessed by different people (be veri-
fiable/reliable); and

* enhance statistical thinking and avoid errors of attribution.

Guideline 3:
Measures of Performance Should be Flexible and Dynamic

Dixon et al. (1990:vii) also state in the preface to their book that
“the solution to the performance measurement problem lies not in cre-
ating some new monolithic system of measurement, but in institution-
alizing a process for continuously changing measures.” Later, they
conclude that true global competitiveness requires that organizations
establish and continuously redefine goals for all levels of the organiza-
tion that are consistent with winning customer orders and achieving
ever-increasing levels of excellence. McNair et al. (1986:137) concur
with Dixon et al. (1990): “Translating the strategic goals of the organi-
zation into the performance measurement system provides management
with a means to manage change and channel employee behavior.
Proactive management suggests that changing measurements and in-
centives are critical.”

For both sets of authors above, the ability of an organization to adapt
its system of measurement is a seminal feature of the management
information system and a key to success. One obvious reason for con-
tinually changing the system of performance measures will become clear
below when we discuss material velocity management, in which one
attempts to maximize the flow of materials through a manufacturing
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facility and minimize in-process inventories. The principles of mate-
rial velocity management presented in Goldratt and Cox’s (1986) highly
acclaimed and widely read work The Goal dictate that manufacturing
cells only produce in quantities demanded by customer orders, not to
the capacity of the cell. The result is that workstations that are not on
the critical path or do not represent “bottlenecks” would produce at a
“sub optimal” or “unproductive” pace (when viewed individually) so as
to not exceed the (system) optimal pace dictated by customer demand.
The question that is raised is whether one seeking to evaluate the in-
troduction of IT would apply similar logic to achieve “information ve-
locity management.”

As discussed in The Goal, the measures for success for the more
capital-intensive operations in the plant under consideration were al-
tered drastically when management began to think “systems.” When
the organization’s leaders began to think seriously about the success of
the plant (the system), they altered their measures. Maximizing the
utilization of the most expensive piece of technology was no longer the
aim. The aim was optimizing the performance of the system. Even
though the setting for The Goal, and hence the example, is manufac-
turing, the principle also holds for office, professional, and technical
settings. The inability to change paradigms and systems of measure-
ment and rewards over time is clearly a key element in the productiv-
ity paradox. In retrospect, focusing improvement and measurement
efforts on bottleneck elements in the office, professional, and technical
settings makes sense.

Also inherent in the notion of flexible measurement systems is the
realization that to be effective organizations must continually redefine
their purpose. The successive redefinition of purpose must, in turn, be
followed by a review of the system of measures to ensure that the fac-
tors being recorded are still indicators of effectiveness and provide the
necessary reinforcement to ensure that workers’ activities are consis-
tent with the redefined goals. Vaill (1989) suggests that today’s man-
agers are managing and leading in “permanent white-water.” As such,
the balancing of strategy, action, and measurement is fast becoming a
prerequisite for survival.

Guideline 4:
Reliance on Traditional Measures Can be Problematic

It follows from guideline 3 that traditional performance measures,
which tend to focus directly on financial-related data, can be a prob-
lem. Traditional measures also typically stress efficiency as the princi-
pal criterion for evaluation. That managers tend to blame the failure
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of accounting systems for many of their problems is one symptom of
rising discontent with the utility of financial measures.

According to McNair et al. (1986:144), cost accounting traditionally
serves three purposes: (1) financial reporting to outside groups (e.g.,
shareholders, creditors, and regulatory agencies); (2) managerial re-
porting and cost modeling for planning (e.g., one-time studies to deter-
mine pricing, product line evaluations, make-or-buy decisions); and (3)
feedback and control of factory operations (e.g., productivity assessment,
incentive pay). But as Dixon et al. (1990:118) point out, “For control of
factory operations, the traditional accounting measures are too irrel-
evant due to allocations, too vague due to ‘dollarization,’ too late due to
accounting period delays, and too summarized due to the length of the
accounting period.” The problem of inappropriate cost-based measures
that confronts manufacturers also applies to the service sector and to
office, professional, and technical settings.

Of particular concern is the effect created when managers focus on
the financial performance and productivity of direct labor. First, as
noted in Chapter 5, a great many organizations operate in an environ-
ment in which the direct labor component of their products and ser-
vices is continually shrinking. This is certainly the case in manufac-
turing, perhaps less so in the service sector. In this regard, one aspect
of the productivity paradox seems to stem from assumptions that the
introduction of IT would improve direct labor productivity. We ques-
tion this assumption and argue that IT might improve aspects of per-
formance but not necessarily productivity or even efficiency.

Second, in an era when throughput time (responsiveness) has been
widely identified as a key to productivity, management attention should
be focused on bottleneck operations. Goldratt and Cox (1986) provide
convincing arguments that full utilization of workers and equipment
may well be the enemy of organizational productivity. This concept is
clearly counterintuitive to managers who are operating on the basis of
traditional performance measures.

DESIGNING AND DEVELOPING MODERN MEASUREMENT SYSTEMS

Measurement is inextricably interwoven with the management pro-
cess. Indeed, the control function implies measurement. Deming (1986);
Dixon et al. (1990); Hammer and Champy (1993); Imai (1986); Juran
(1988); Kanter (1983, 1989); Kilmann (1989); Mali (1978); Wheeler (1993);
and others, have argued for systematic efforts to improve the quality of
management systems and processes. Deming has gone so far as to state
that 85 percent or more of the quality and productivity problems in the
United States are caused by management. He further explains that
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management is to blame because it “owns” the management systems
and the management systems are inadequate.

Management Systems

What is a management system? The model shown in Figure 6-1
provides a viewpoint that can lead the way to developing measurement
systems required for world-class competition. Figure 6-4 combines Fig-
ures 6-1 and 6-2 and illustrates the components and interfaces of the
management system that Deming and others are challenging manag-
ers to improve. To reiterate, the management system model comprises
three components: (1) who manages (the management team), (2) what
is managed (the organizational system), and (3) how managing is done
(tools and methods to convert data into information). The management
system also involves three interfaces: (1) the interface between deci-
sion and action, (2) the interface between information portrayal and
information perception, and (3) the interface between measurement and

®
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PDCA = Plan, Do, Check, Act (Deming, 1986; Juran, 1988; Shewhart, 1939)

FIGURE 6-4 Improved management systems are required to ensure continu-
ous performance improvement. SOURCE: Adapted from Kurstedt (1986); Sink
and Tuttle (1989).
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data. The PDCA cycle is also superimposed on the composite model in
Figure 6-4.

The organizational system (e.g., department, work group, section,
branch, division, plant, company) has providers, inputs, value-adding
processes, outputs, and customers. The five lines passing through the
decision-to-action interface represent improvement interventions be-
ing made at the five key quality checkpoints in the management sys-
tem. (Recall that the quality checkpoints are (1) selection and manage-
ment of providers, (2) incoming quality assurance, (3) in-process qual-
ity management, (4) outgoing quality assurance, and (5) proactive and
reactive assurance that the organization meets or exceeds its custom-
ers’ needs, expectations, desires, requirements, and specifications.) If
the organizational system manages and measures performance at each
of the five quality checkpoints, total quality is managed.

A shortcoming of this model is that it is descriptive, not prescrip-
tive. To overcome this, the measurement activity must be integrated
with the planning process. Deming (1986) has suggested that, in actu-
ality, the United States is the most underdeveloped nation in the world—
it does so little with so much, particularly its human resources. Ameri-
cans have spent much of the past two decades searching for quick fixes
(Kilmann, 1989)—roaming from one quick fix to another, in almost a
“random-walk” process. What is needed are more comprehensive and
integrated initiatives aimed at improving overall performance.

Strategic Planning for Performance Improvement

When the goal is continuous performance improvement, no organi-
zational management process is more important than planning. We
believe the productivity paradox is as much a planning and action problem
as it is a measurement problem. Strategic planning is not done very
well in the United States (Sink and Tuttle, 1989). The problem is not
so much that the plans are bad, rather that the process leading to the
plans is rarely well designed or executed. In addition, strategic plans
are not accompanied by commitment. Hence, there is a significant
discontinuity among the plan, the planners’ expectations, and the ac-
tual implementation. To achieve commitment, the planning process
must be executed in a way that establishes positive linkages between
levels in an organization. The process must (1) involve more people; (2)
achieve better balance among the business plans, policies and strate-
gies, and the performance improvement plan; (3) be structured, yet flexible
and responsive to user needs and preferences; (4) be led from the top
down and implemented from the bottom up; (5) be focused on the pro-
cess as well as the plan; (6) provide for sharing significant amounts of
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information and knowledge; and (7) be alive, comprehensive, and well
integrated. (We do not discuss the mechanics of strategic planning for
performance improvement here because that is not the thrust of this
chapter and has been detailed elsewhere, for example in Sink and Tuttle,
1989.)

Measurement should be viewed as a key step in a strategic man-
agement process, not the reverse. Too often, measurement has been
viewed as an end in itself. Measurement is a means to an end; the end
is survival, made possible by constant improvement and best-of-best
class performance. The aims of the organization are to make good prod-
ucts, provide good services, provide stable employment, keep the cus-
tomer happy, and stay in business. The introduction of IT to increase
productivity is an example of an intervention that can be made at the
individual, group, or organizational level with the goal of accomplish-
ing these aims. However, IT, like any other intervention, has to be
understood in the context of strategy, cause-and-effect relationships,
and current performance levels.

Figure 6-5 depicts how performance measurement and continuous
improvement are built into a strategic management planning process.
Measurement supports and enhances strategic plans aimed at perfor-
mance improvement. Note that planning corresponds to steps 1 and 2
of the process (Figure 6-5), actions are represented by step 3, and mea-
sures are reflected in step 4.

Organizations must institutionalize a process of continuously im-
proving performance, and measurement systems must be an integral
component of that effort. In doing this, the linkages issue must be ad-
dressed. That is what the planning process illustrated in Figure 6-5
can do for an organization when developed in the recommended fash-
ion. Systematic planning, action, and measurement enhance the prob-
ability that there will be congruency across levels and ensure that link-
ages are positive. The following section focuses specifically on step 4 of
the strategic management planning process.

Developing Enhanced Measurement Systems

In this section we describe the information portrayal-to-perception
interface, the conversion of data to information, and the measurement-
to-data interface. These elements characterize the measurement pro-
cess within a management system.

Developing measurement systems for world-class competition en-
tails the following: (1) identifying users and their information require-
ments as they support performance improvement; (2) identifying data
requirements for the information needed; and (3) developing collection,
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storage, retrieval, processing, and portrayal tools and techniques. Dixon
et al. (1990) have identified three phases that organizations are likely
to go through on the road to improved performance measurement sys-
tems: (1) tinkering with the existing measurement system (e.g., the
cost accounting system); (2) cutting the “Gordian knot” between account-
ing and performance measurement; and (3) embracing change in strat-
egies, actions, and measures.

Building measurement systems to support continuous improvement
and address the productivity linkage paradox is a significant depar-
ture from the traditional orientation of organizational control. As such,
some underlying issues and principles should be noted.

Key Issues, Principles, and Assumptions

Many measurement problems and failings can be traced to atti-
tudes about measurement that are based on paradigms of the past. Listed
below are issues, principles, and assumptions associated with the de-
velopment of measurement for world-class competition, many of which
challenge existing paradigms:

* The goal is to design, develop, and implement successfully mea-
surement systems that share information and thereby support and en-
hance continuous performance improvement.

* Organizations that learn faster than their competitors have little
to fear. Continuous learning must be cultivated through strategies,
actions, and measures and must evolve over time (Dixon et al., 1990).

* (Control-oriented measurement systems often hinder continu-
ous improvement efforts. It is important to distinguish who is doing
the controlling to understand this issue fully. The aim is to move to-
ward control and improvement by those doing the work, to build qual-
ity in versus inspecting it in. It is the overreliance on external control
that is hindering the rate of improvement.

* Measurement is often resisted due to fear of negative conse-
quences: Visibility of good performance might lead to diminished re-
sources. Visibility of poor performance might lead, initially, to more
resources but eventually to punishment. Visibility of performance might
promote catering to crises, excessive measurement, and micromanage-
ment.

* Measurement biases and paradigms are dominated by disciplin-
ary (industrial engineering, industrial psychology, accounting, corpo-
rate finance, statistics, quality control) and often myopic thinking.

* Measurement is complex. Once this is accepted, measurement
can become less difficult.
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* Any measurement system should consist of a vector of perfor-
mance measures, not a single comprehensive measure. Much of the
controversy and lack of acceptance of measurement stems from attempts
to make a very complex problem appear too simple (Morris, 1979).

e Acceptance of the measurement process is essential to its suc-
cess as a performance improvement tool. The process by which an or-
ganization determines what to measure, how to measure, and how to
utilize measures is more important than the actual product of the mea-
surement.

¢ The greater the participation in the process of creating a per-
formance measurement system, the greater the ease of implementing
future changes based on performance measurement, and the greater
the resulting performance change (Morris, 1979).

* Organizations must measure what is strategically important,
not just what is easy to measure.

* Anexperimental approach to developing measurement systems
must be adopted—fear must be driven out (Deming, 1986).

* The arbitrary use of numerical goals, work standards, and quo-
tas must be eliminated (Deming, 1986).

*  What is needed is a method by which measurement teams and
their various “customers” can create and continually modify performance
measurement systems suited to their own special needs and circum-
stances, not a standard set of measurements created by experts or ob-
tained from a “shopping list” and imposed on the organization (Morris
et al., 1977).

¢ A performance measurement system must not appear to those
involved as simply a passing fad (Morris et al., 1977).

* The measurement system must clearly fit into the management
process and be acknowledged as decision making and problem solving
aimed at supporting performance improvement.

* The behavioral consequences, unintended and potentially dys-
functional, of performance measurement must be anticipated and re-
flected in system design and implementation.

* The measurement system must be seen by those whose behav-
iors and performance are being assessed as being nonmanipulative and
nongamed (Morris et al., 1977).

* An effective measurement system is built on consistent and well-
understood operational definitions for a set of performance criteria.

* The unit of analysis/target system of a measure must be de-
fined clearly if measurement is to succeed. A necessary precondition is
an input-output analysis, which essentially “models” the system by iden-
tifying customers/users, outputs, value-adding processes, inputs, and
upstream systems, suppliers, vendors, customers, and so on.
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* Visibility, ownership, and line of sight must be created for re-
sulting measurement systems in order to ensure effective utilization.
Line of sight is a term used to represent understanding and/or visibil-
ity for cause-and-effect relationships on the part of the person perform-
ing. “To what extent is it clear that if I do this, this will result?” “What
is the relationship between my behaviors and my performance?” Vis-
ibility often leads to control, and it certainly leads to improved under-
standing of cause-and-effect relationships (Wheeler, 1993).

* The process of measurement must be separated from the pro-
cess of evaluation. For example, the difference between a control chart
and specifications, requirements, and standards must be understood.

¢ The processes from measurement to data, data to information,
portrayal to perception, and decisions to actions must be thoroughly
understood in the context of performance measurement.

This rather long list characterizes the “new thinking” about mea-
surement. In many respects, the concepts are consistent with ideas
discussed by Deming (1986), Hackman and Oldham (1976), Kanter (1989),
Lawler (1986), and others, with regard to the transformation from con-
trol-dominant to commitment-oriented organizations. The requirements
for developing measurement systems for world-class competition are
substantially different from those on which traditional performance
measurement systems are based. The productivity paradox is caused,
in part, by an inability to deal with these new requirements. To rem-
edy this, the people participating in the process of improving measure-
ment systems must be “masters,” that is, they must possess profound
knowledge of the new requirements. Further, the design principles for
performance measurement systems have been altered substantially. The
task of designing management systems, particularly performance mea-
surement systems, has become more complex and challenging. In or-
der to understand linkage issues, to measure their effects, and to pre-
dict their impact so that valid performance evaluation can be conducted
at various organizational levels, the design of the measurement sys-
tems will have to be approached much more systematically.

Identifying Suitable Measures

Designers of a measurement system must be aware of the attributes
of numerous possible performance measures. This will ensure that there
is a suitable match between the measure selected and the requirements
of the measurement system regarding a particular attribute. Four at-
tributes of particular interest are sampling rate, character, precision,
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and ease of observation. They give rise to the following measurement
issues:

1. Performance measures differ in appropriate sampling rate. Fly-
ing a plane, for example, requires that altimeter readings be available
on a continuous, real-time basis. However, deciding whether to pur-
chase an additional Boeing 767 might require data from several years
of monthly reports on passenger demand to support such a decision.

2. Performance measures differ in character. Deciding whether
parts being produced meet specifications may require only a numerical
value from a dial or a red or green signal from a go-no-go gauge. On the
other hand, deciding whether to purchase an additional machine for
the shop floor or contract out for the additional orders requires data
about allocation of overhead or equivalent annual cost estimated from
discounted cash flow calculations.

3. Performance measures differ in precision. Decision makers from
different organizational levels typically have different requirements for
precision. A decision maker at the organizational level might forecast
demand for computing services as part of a long-range planning effort,
which would be expressed in thousands or tens-of-thousands of hours
per planning period. A scheduler, on the other hand, would require
estimates precise to within minutes, or possibly hours.

4. Performance measures differ in ease of observation. Some phe-
nomena (e.g., sizes, speeds) can be measured directly, whereas phenomena
such as comfort and timeliness may require referred indicators. A matter
of great importance in measuring organizational performance stems
from the difference between measures of inputs and outputs. In gen-
eral, input measures are more easily observed. On the other hand, it is
more likely that a truly useful system of performance measurement
will focus on output measures.

These issues and examples are not exhaustive, but they are repre-
sentative of measurement attributes that must be considered in devel-
oping the information system that will help address the productivity
paradox. They illustrate the basic principle that performance measure-
ments must be uniquely appropriate to the individual, group, or orga-
nization in their most elementary attributes.

Key Design Variables

The foregoing issues and principles translate into design variables
for developing an organizational performance measurement system.
Several aspects of measurement consistently bog down the process, how-
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ever. The method commonly used by organizations is analogous to buying
a tool off the shelf and simply installing it. It is not uncommon, for
example, for a data center to buy a software package, install it, gener-
ate the reports the package provides, and simply expect the user to
figure out how to use the reports. This is the “hammer looking for a
nail to pound” approach to measurement. Tinkering with the existing
measurement system is another common approach. Systems approaches
to designing a performance measurement system are rare.

It will take a systems approach to develop the measurement sys-
tems that organizations need. Key design variables, such as the unit
of analysis, user purpose, and operational definitions of measures, must
be addressed and specified if the measurement system is to be success-
ful. Specifying the unit of analysis entails defining the organizational
system for which the performance measurement system is being estab-
lished. What are the organizational system’s boundaries? What are
the outputs? What are the inputs? Who are the providers and the
customers? What are the value-adding processes? Input-output analy-
sis is a tool designed to provide answers to these questions. Once the
questions are answered, the unit of analysis will have been adequately
defined. One of the most common mistakes made when developing a
performance measurement system is failing to define the system of in-
terest. This is a key element of the linkage issue. For a given unit of
analysis, measures are frequently developed outside the context of the
larger system. An example would be evaluating the payoff of an IT
intervention at the individual or group level without considering link-
ages to higher organizational levels. In other words, measures should
be specific to a given unit of analysis, but the data should be inter-
preted in the light of other unit-of-analysis perspectives.

The users of the measurement system and their purposes also must
be defined clearly. Who are the end users of the measurement system?
What do they need from measurement to help them improve how they
solve problems and make decisions? These questions may seem simple
and obvious, yet it is quite common for measures to be specified with-
out these questions ever being addressed. Again, the implication for
the linkage issue is significant. Who is trying to confirm that improve-
ment has taken place—the IT vendor, the manager who purchased the
IT product, the critic who is against IT and therefore has a hidden agenda,
the IT user who is skeptical of the benefits and is resistant to some-
thing new, or the analyst who is attempting to understand organiza-
tional performance over time? At the heart of the linkage issue and the
productivity paradox is this question of user and purpose.

Operational definition of the aspects of performance to be measured
is another important design variable. The seven performance criteria
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articulated previously are analogous to categories of instruments on an
airplane control panel. For example, there are engine performance in-
struments, spatial location instruments, and communication instruments.
In the well-designed measurement system, there will be a hierarchy of
“instruments,” “indicators,” and “gauges.” At the highest level in the
model proposed herein is the measurement construct called performance.
At the level below performance, we have postulated seven performance
criteria. It might req